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Abstract. Smart cities continuously develop into highly sophisticated bionetworks, providing both smart services and 

ground-breaking solutions. These bionetworks consider Smart Cities as a mechanism to produce data from multiple sharing 

engines, creating new challenges towards the implementation of effective Smart Cities and innovative services. The purpose 

of this paper is to relate Data Mining techniques and Smart City projects along with a systematic literature review that 

distinguishes the main topics and methods applied. The survey emphasizes on various components of Smart Cities, such as 

data harvesting and data mining activities over city data collected. It also addresses two research questions: a) can we forecast 

electricity consumption and traffic load based on past data, as well as meteorological conditions? b) which attributes are more 

suitable for prediction and / or decision support upon energy consumption issues? Results have shown that for both cases, 

various models can be built based on weather data collected. 
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1. INTRODUCTION  

Citizens living in cities with dated infrastructure 

may face traffic and mobility problems, thus repeatedly 

spending time on useless or ineffective activities, such 

as being stuck in traffic jams, searching for parking 

space, waiting in lines or traveling long distances in 

order to receive a service or buy goods. As a result, 

financial and urban lifestyle problems emerge, such as 

air pollution, wasteful energy consumption etc.  

To overcome these challenges, there is an 

incremental need from the city authorities to engage 

with concepts such as smart economy, smart 

transportation, smart environment and smart 

infrastructures. However, to successfully design and 

implement such a smart infrastructure, special tools 

should be deployed to collect and process big datasets 

in order to derive useful information for citizens and 

local authorities. Data Mining is an appropriate and 

effective tool in supporting a Smart City project.  

This work initially elaborates on the smart city 

concept and the opportunity for further exploiting data 

mining theory and technology, while focusing on a case 

study regarding data mining techniques for predicting 

high traffic loads at random places around a city. The 

study follows am approach detailed below, which 

focuses in analyzing available weather data collected 

from smart sensor devices.  

The remaining of the paper is structured as follows: 

Section 2 provides background information on data 

mining and smart cities. Section 3 presents the case 

study on electricity consumption prediction, whilst 

section 4 presents the case study on traffic prediction. 

Section 5 discusses, compares and contracts the two 

case studies and section 6 concludes the paper with 

suggestions for future work.  

2. BACKGROUND 

In this section we address the context of this work 

by presenting core concepts related to smart cities and 

data mining.  

1.1. SMART CITIES 

There is a contextual shift in Smart Cities since the 

term originally appeared in the literature, in the late 

1990’s, because of the impact of new technologies and 

the daily human-human and human-device interaction. 

A highly accepted definition of the term “Smart City” 

(ISO/IEC [1]) is as follows: “an innovative city that 

uses ICT and other means to improve quality of life, 

efficiency of urban operation and services, and 

competitiveness, while ensuring that it meets the needs 

of present and future generations with respect to 

economic, social and environmental aspects”. 

Furthermore, a widely accepted in the literature Smart 

City framework suggests that urban intelligence can be 

derived upon analysis of the six city “dimensions” as 

described below and shown in Fig.1 [2].  

i) Smart economy refers to the degree that 

local authorities determining economy related 

policies, do not only deploy ICT for operations but 

also for communication [3].  

ii) Smart mobility. This dimension measures 

the level that citizens utilize gas-powered vehicles or 

an energy free means to commute. This involves a 

variety of aspects, including ride-sharing, car-sharing, 

public transportation, walking, biking, and more. The 

need for smart mobility became apparent due to the 

constant increase of traffic congestion and its related 

side effects, like pollution, fatalities, and idle 

transportation time [55]. 
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iii) Smart environment. The main concept of a 

Smart City refers to the proper use of technology and 

resources management in order to preserve a healthy 

environment for its habitants. When a smart city is 

under development, the protection of natural resources 

and all its infrastructures should be considered [5].  

iv) Smart people. Digital Cities and Smart cities 

are not the same. They are different in a way that 

smart cities include people with high standards of 

training and skills. Smart people give high value to 

smart city projects that promote person-person or 

person-city and city-person communication. In a smart 

city, citizens feel active and participate in smart 

governance and management related activities [4].  

v) Smart living refers to several aspects that 

contribute to the quality of living for a citizen, such as 

housing, health, safety, etc. [7].  

vi) Smart governance refers to multiple issues, 

such as e-governance according to the level of active 

participation of a citizen in a city. It is important to 

smart cities because it depends on the proper setup of 

infrastructures that should be liable and transparent 

[6].  

A city is considered smart if it deploys ICT 

solutions to deal with real life urban challenges [8]. The 

development of such a city originates from early 

urbanization times. Many estimations [9], [10] reveal 

that in the near future more than half of the earth 

population will live in urban areas. This phenomenon is 

more prominent in Europe, where only one out of four 

people will live outside urban zones. Although the 

‘root’ is the same, the perception of ‘smartness’ varies 

from city to city depending on the existing local 

infrastructure and culture. It is widely accepted that 

smart cities are developed in order to improve citizens’ 

quality of life and effectiveness of governance 

procedures.  

In bibliography, one can find many different 

definitions and projects, which have been able to attract 

the interest of both scientists and ordinary citizens. One 

key characteristic of smart cities is that they all collect, 

analyse and visualise big data from various smart city 

applications. The origin of these data is diverse: 

indicative sources include data from sensors located in 

vehicles or in traffic lights; domestic appliances 

monitoring data, or even data in power line poles. The 

fundamental goal of a smart city project is to provide a 

resilient and clean city environment to citizens that 

promotes high standards for quality of life. The 

secondary goal is economic growth. 

City related data are collected through sensors. 

These sensors connect all the objects (things) they are 

established and setup, exploiting the well-known 

Internet of Things (IoT) technologies. IoT is the 

network of all these physical devices which enables the 

interconnection and exchange of data among them.  

 

Figure 2: Major IoT components  

Fig. 2 illustrates the continuous flow of data from 

the early stages of collection through single devices to 

returning meaningful conclusions to citizens [8]. The 

last part of the chain is the applications that citizens use. 

1.1.1. APPLICATIONS 

Smart cities utilize multiple technologies to 

improve the performance of health, transportation, 

energy, education, and water services under the 

intention to deliver higher levels of comfort and quality 

of life to their citizens [11]. All these applications can 

be grouped into two categories according to the data 

origin: Citizen-oriented or government-oriented. 

It is evident that all smart city applications are built 

around citizens and undoubtedly, they are the driving 

force behind the development of such projects. In 

addition, the individual data collected by governments 

can contribute to crowd sourcing projects, relevant with 

collecting citizens’ opinions and beliefs upon the 

government or the society in general. Smart city 

applications are correlated. For example, safety and 

crime reduction are two related terms. Crime reduction 

can contribute to higher level of safety. Whilst crime 

reduction can be the main intention of a smart city 

project, safety is the benefit that citizens can enjoy as a 

result of crime reduction. 

1.1.2. CONCERNS 

It is evident that there is a global trend of people to 

live around cities, thus significantly increasing their 

population. Globally, high urban density could lead to 

challenges including traffic congestion, energy supply 

and consumption issues, high greenhouse gas 

emissions [12], unplanned urban development, lack of 

basic services, dramatic increase in waste disposal 
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needs, as well as increases in crime and antisocial 

behaviour [13]. Concerns are numerous and the 

analysis of risks and threats that a smart city might face 

are numerous. Three of the most common concerns 

though, are summarized below: 

• What happens if the system collapses? 

• How sensitive are those city applications to 

malicious attacks? 

• Have the government accommodated an essential 

legal ‘framework’ to protect personal data? 

A study was conducted by a technology company in 

order to detect any security gaps within IoT Home 

Security Systems. Below are the most significant 

findings, as listed in [14]: 

• Insufficient authorization: Most systems related to 

the cloud do not demand strong profile passwords 

(e.g. Six-alphanumeric length) resulting in a weak 

layer around sensitive data. Neither a fixed number 

of trials before profile locking existed. 

• Insecure interfaces: Cloud based interfaces were 

vulnerable because of account enumeration, weak 

password policy and lack of account lockout. 

• Privacy concerns: All the systems under 

consideration were collecting personal data such as 

name, address, phone number etc. from more than 

one user accounts. A major concern about IoT home 

security systems concerns accidentally publicizing 

personal data. 

• Lack of encryption: The problem mainly appears in 

cloud-based connections, which are vulnerable to 

attacks due to the lack of encryption while 

transferring data, such as SSL/TLS.      

In May 2018, the new General Data Protection 

Regulation (GDPR) became enforceable. GDPR 

legislation is a vast breakthrough in smart city project 

implementations as it regulates how city governments 

and administrations collect and use personal data from 

citizens [15]. GDPR drastically interferes with 

Personally Identifiable Information (PII) and regulates 

the issue of processing personal data, including 

collection, analysis, transfer, review and deletion. So 

far, governments and administrations were able to store 

personal data without time limitations.   

To fully understand the way that smart cities 

operate, it is important to investigate the infrastructure 

behind such applications. Fig. 2 depicts a fundamental 

and basic view of a smart city project; the underlying 

system and applications inter-connections and data 

transfer are more complex, forming a complete 

discipline. 

1.1.3. SMARTEST CITIES 

As mentioned earlier, many cities seek ways to 

become ‘smarter’. Every year the press conducts 

evaluations for the smartest cities globally based on 

various criteria. There are cities which “traditionally” 

achieve near top positions and others that are “new 

entries” every year as far as the “smart city score level” 

is concerned. One of the most reliable annual 

assessments of smart cities was published recently. 

Berrone and Ricart [16] proposed a synthetic indicator 

named Cities in Motion Indexing (CIMI), which is a 

calculated based on other indicators relevant to 

assessing a city’s quality of life. These partial indicators 

were governance, urban planning, technology, 

environment, international outreach, social cohesion, 

human capital, mobility and transportation, and 

economy. The Top-3 consists of New York, London 

and Paris, which traditionally belong to the top-5. 

1.2. DATA MINING 

Data mining is a well-established field, which 

evolves to deal with the new types of data, including 

multimedia, time-series, text, spatiotemporal data and 

data streams [17]. It is defined as the exploration and 

analysis by automatic or semi-automatic means, of 

large quantities of data in order to discover meaningful 

patterns [19], [56]. In simple words, data mining is the 

extraction of implicit, previously unknown, and 

potentially useful information from data [18]. The 

wider process is known as Knowledge Discovery in 

Databases (KDD), and consists of six well-defined 

steps [17]: 

• Data cleaning • Data transformation 

• Data integration • Data selection  

• Data mining  • Pattern Evaluation 

1.2.1. CHALLENGES 

KDD is a well-structured process with distinct steps 

in order to extract useful knowledge out of data 

manipulation and analysis. The process however is far 

from easy to follow, as there are several challenges that 

need to be addressed. Each project faces different 

technical and theoretical challenges, listed below: 

• Noisy Data. To perform Data Mining the most 

essential prerequisite is Data Cleansing. This is the 

most time-consuming challenge. Although data are 

collected and stored in semi / fully automated ways, 

noise is inevitable. Noisy Data thus, are Data stored 

inaccurately due to human, sensor or transmission 

errors. 

• Data silos and distribution.  Data to be processed 

may be stored in different locations and merging 

these is a difficult task. A common challenge across 

multiple heterogeneous data sources is the absence 

of interoperability. Different data formats and data 

isolation causes these silos to raise numerous 

problems. Beside the lack of communication, the 

required infrastructure should avoid transferring 

data across systems, as this is a slow process.  

• Scalability and efficiency. Training an algorithm on 

a typically sized dataset is turning into a 

standardised procedure while applying traditional 

algorithms into huge datasets of petabytes is turning 
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into a non-functional process [20]. Algorithms 

should be adjusted to the specific project needs and 

individual characteristics. For example, algorithms 

should reorganize computations in order to reuse 

intermediate results without storing them [22]. 

• Complexity. Data come in different formats; some 

are harder to manage. The more complex data types 

are images, raw text, audio and video. 

• Privacy and Security. The information that may be 

extracted via Data Mining leads to several legal and 

ethical issues. The legal foundation is based on 

specific protocols, which establish penalization for 

data security and privacy Government Act [23].  

• Data visualisation. Another technical challenge is 

result visualisation. Although it is of secondary 

importance, it affects end users. High 

dimensionality is usually the biggest ‘curse’ for 

both execution and visualisation. 

1.2.2. DATA SOURCES  

Cities have become big engines that continuously 

consume and produce data. These data are produced 

from multiple sources in various forms. Urban Data are 

produced in two ways [21], [24]: 

• Directly from daily activities and applications, such 

as social networks [25], [41]. 

• Collected from sensing devices, such as mobile 

sensors, traffic and environmental sensors [26]. 

In order to distinguish data sources, one needs to go 

back to the original sources of data production, which 

are typically two [1]: 

• IoT: The production of data comes from sensors or 

actuators integrated into physical objects which are 

wired or wireless connected [27].  

• Crowd-sensing: The production of data comes from 

Crowdsourcing when this is engaged with sensors. 

Crowdsourcing is the integration of a “crowd” in 

order get services or components [28].  

Urban Data can also be categorized based on their 

ownership [29]: 

• Closed Data: Contain private and personal 

information about their owner and are not publicly 

available, such as health and financial data. 

• Shared Data: Data that the owner published, such as 

social media data and published data. 

• Open Data: Data that are publicly available without 

the restriction of copyright. 

The last category is important for Smart Cities in 

order to improve decision-making and data economy. 

3. ELECTRICITY CONSUMPTION 

FORECASTING 

The first part of our research analyzes how a system 

could predict total home electricity consumption. We 

approach the problem using two scenarios. In the first 

scenario, we develop a model to examine the ability of 

approximating total electricity consumption through 

the consumption of various household appliances. The 

second scenario attempts to investigate total 

consumption predictability using weather data and past 

activity. 

3.1. PROBLEM DEFINITION AND 

APPROACH 

A smart city goal is to provide citizens with 

information that could potentially lead to more 

effective decisions about the quality of life. Nowadays, 

besides constructing general-purpose smart projects, 

smart cities also focus on the development of smart 

homes. Smart homes transmit real time data generated 

by sensors. That enable us to create models. For that 

purpose, it is essential to secure constant tracking of the 

total electricity consumption per home. Unfortunately, 

smart metering is a newly deployed technology that still 

faces challenges and failures.  

For that reason, this first scenario focuses on an 

alternative way to attain the total consumption if the 

central sensor fails. A very interesting survey [30] lists 

all the concerns and possible ways that a smart grid can 

fail. It is also desired to capture the most dominant 

sensors (appliances) around the home and examine how 

reliable a prediction of the total consumption could be, 

through a small subset of essential sensors. Although 

each of the homes under examination has sensors 

installed in different locations making results difficult 

to benchmark against each other, it is expected that a 

small subset of sensors can precisely capture 

adequately the original consumption. The sensors to be 

tested will be the subset that demonstrate the highest 

correlation with the total consumption. 

Regarding the second scenario, the constructed 

model also includes usage patterns besides weather 

data. Since the goal most of the times is to predict the 

differentiation of consumption, the consuming 

behavior should also be considered. Authors in [31] 

state that “Electric demand is often considered as a 

function of weather variables and human social 

activities”. In particular, most people intentionally or 

not, display certain patterns of consumption, depending 

on the conditions in their lives. For example, it is 

common for people to use the washing machine a 

certain number of times per week and rarely deviate 

from it. In a similar way we assume that the previous 

day’s consumption is strongly correlated with next 

days. As a sub-part of this approach, we attempted to 

simulate grid behavior, by aggregating all the available 

data and examining predictability. 

It is also key, to clarify that since the available data are 

limited and the level on information low, this study 

focuses on forecasting as a result of a binary 

classification. Reforming the problem from regression 

to classification was a crucial step. Ideally the outcome 

should be the exact consumption, but this research is 

conducted with a broader motivation to identify factors 

that affect a prediction positively or negatively, based 

on individual home characteristics. We investigate how 

effective would the model be for each of the available 
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homes and which reasons lead to differentiation in 

accuracy. Therefore, the model was transformed into 

binary around different mean values. The two labels are 

‘High’ and ‘Low’ with regards to the volume of 

consumption. These mean values reflect the mean 

consumption throughout the year, the current season or 

on a monthly basis. The binarization of consumption is 

performed around the standard mean values in order to 

avoid ‘expensive’ handcrafted data engineering. Thus, 

the whole process can be easily automated. Forecasting 

the consumption fluctuation has a totally different 

purpose than building a model that focuses on the 

detailed and precise consumption. 

For further showcasing our approach to the problem, 

we focused on two different time intervals during the 

day: on and off-peak periods. That divide was made 

based on clues in the literature as well as the detailed 

examination of available consumption data during each 

day. Firstly, both periods last for six hours. On-peak 

periods were set from 15:00 to 21:00 and off-peak from 

09:00 to 15:00. Obviously, off-peak period selection is 

complicated as there are numerous approaches that 

even differentiate between working days, holidays or 

weekends. In our case, this was a static selection 

throughout the year. Then, the ‘supposed’ consumption 

(target variable) for each day comes from the mean 

value on the period of interest. Fig. 3 is an indication of 

the process that was followed in the first part, split in 

four distinct stages. 

3.2. CONTEXT 

Smart* is a project that many research teams have 

relied on, as it offers a wide range of information. The 

authors in [32] used both weather and energy data in 

order to predict latitude and longitude of a smart meter 

that collects data. Another interesting approach 

presented the Smart Charge system, an intelligent 

charging system that aims to decrease the electricity 

bills by shifting consumption to periods when the price 

is lower [33]. Similarly, the SmartCap system was 

introduced to monitor and control electric loads while 

flattening electricity demands [34].  

Regarding the general topic of electrical 

management systems there are numerous scientific 

efforts traced back over a decade. Machine learning and 

energy forecasting are appealing to many researchers 

who use different approaches, algorithms and domains. 

Some strategies seem to have different results when 

applied to different climate zones and continents. 

Different structures of Neural Networks (NNs) on 

forecasting were compared in [35] concluding on an 

instruction of form 12-16-16-1. NN’s were also 

examined and compared with Support Vector Machines 

(SVMs) that resulted in the superiority of Least squares 

Vector Machine algorithm after an extensive review of 

the bibliography [36]. There are also some very 

interesting approaches based on customer profiles and 

how they could effectively be defined in order to assist 

providers with their strategies. In [37] customer profiles 

were pre-defined, based on the total consumption, thus 

a significant decrease on the daily expenses (electricity) 

was achieved. In contrast, [38-40] propose to first build 

customer profiles or assign some already known and 

then predict consumption based on these.  

In general, load forecasting focuses on three 

different scales. As authors in [31] explain, those three 

have different characteristics and values for the 

providers; Short-Term (ST), Medium-Term (MT) and 

Long-Term (LT). ST focuses on reducing costs and 

secures constant operation of power systems and 

usually refers to the day ahead / week ahead 

forecasting. For MT the interest regards the general 

operation and refers to a monthly scale. Finally, LT 

forecasting mostly focuses on ensuring safer 

investments and regulations.  

An important study highlights the responses in 

energy demand due to climate change in Massachusetts 

[42]. Some of the parameters refer to Heating Degree-

Day, the hours of daylight and the price of electricity 

on a monthly scale. This study concludes that ‘energy 

demand in Massachusetts is sensitive to temperature’ 

while the average number of days exceeding 90°F will 

rise to double by 2030.  

The main reason why accurate predictions cannot 

be guaranteed is the fact that ‘energy demand has a high 

non-linear behavior’ [43]. In addition [44] explains 

how a prediction’s accuracy can also be negatively 

affected by the continuous pressure for better living 

standards in a disproportionate rate. The above 

statement is also supported by authors in [45] who 

analyzed the residential consumption in Brazil and 

concluded that the increase in electricity demand is 

faster than that in income.  

Finally [46] explains that electric power 

consumption is growing rapidly and introduces a higher 

level of randomness, due to the increasing effect of 

environmental and human behavior. So, usually studies 

focus on ST load forecasting which is considered a 

more difficult task due to the noisy effect of 

environmental factors. 
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Figure 3: Fragmentation of work on four levels

1.3. DATASET DESCRIPTION AND 

PROCESSING 

Two interrelated sets of data are used in this part 

from the Smart* project. The project seeks to optimize 

energy consumption in homes with specific attention to 

modern 'smart homes'.  

Initially data for seven homes labeled alphabetically 

(A-G) were recorded; however, their structure was not 

matching. After detailed processing, which mainly 

focused on matching timestamps and handling missing 

data, the usable dataset was reduced down to three 

homes (B, C and F) with data regarding three 

consecutive years and a recurring digital footprint. The 

Smart* project provides a description for two of them 

on [47]. For the rest of this work homes will be referred 

to by these names.  

The strategy for missing values was not unified due 

to the multiple conditions that each data set contained.  

More specifically, for the “sensor selection” part of this 

work it was decided to exclude instances from the 

dataset when a sensor had failed. All these numerical 

values regard the recorded consumption of each 

installed sensor at a specific timestamp. In addition, all 

the redundant attributes such as Generated power, Grid 

load or Solar panels were removed. Each home has 

different meters installed; however, the number of 

sensors is comparable. 

The dataset description claims that these homes are 

located in Massachusetts and therefore the weather 

metrics do not deviate significantly. Home B is a large 

residence across two stories with eight rooms and four 

full-time occupants. It is roughly 1700 square feet and 

it contains a central A/C as well as a gas-powered 

heating system. Home C is almost double the size of 

Home B, around 3500 square feet again across two 

stories. Unfortunately, the real number of occupants is 

unknown. It also generates power which not only 

covers some of the electricity demands, but is also 

possible to ‘reverse direction when the home’s 

generation exceeds its consumption’. Unfortunately, 

Home F does not come with a description as it is 

included on the dataset as an update. Information about 

Home F is expected to be published later in 2020. The 

consumption levels though are quite similar in 

magnitude to those of Home C. 

Regarding the first dataset, it contains consumption 

in kilowatts data recorded every thirty minutes from 

several sensors around the home. It was desired to 

check if there are sensors influencing the prediction 

model even if they only represent a small part of the 

total home consumption.  

The second dataset consisted of weather data and 

processing was similar. However, the recording time in 

this case was hourly. Table 1 lists the weather metrics 

available. 

Table 1: Initial weather metrics 

Temperature 

(+Apparent) 
Weather icon Visibility 

Summary Humidity Pressure 

Wind Speed Cloud Cover Wind Bearing 

Dew Point 
Precipitation 

Intensity 

Precipitation 

Probability 

 

Out of the initial data attributes, processing and 

selection resulted in excluding the following metrics:  

visibility, pressure, summary, cloud cover, 

precipitation intensity and probability, as these were 

considered either redundant or meaningless. Briefly, 

precipitation probability and intensity were not 

included since the categorical variable weather icon 

carries similar information. Obviously, clear weather 

leads to zero intensity. Moreover, visibility was not 

expected to add more value to the model than 

complexity. Cloud cover had numerous missing vales, 

while pressure was not considered as a metric easily 

understandable by residents, so as to change their living 

habits. On the contrary, a dummy-like variable was 

introduced to flag a day as weekday or not. Similarly, 

another variable was added to indicate national 

holidays. The last attribute of the model that was 

manually created was the time of sunset in a categorical 

form of five intervals (16:00 – 20:00). Obviously, that 

variable does not affect the consumption during off-

peak periods. 

1.4. EXPERIMENTS 

After data processing to achieve a uniform format, 

it was essential to appreciate consumption patterns. Fig. 

4-9 present the consumption for each home averaged 

by month and hour. Clearly, there is a constant increase 
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in consumption each year, yet the spread during the day 

is similar. 

Home C does not show significant deviations 

throughout the years and surprisingly tends to consume 

more electricity during the winter. Just as for Home B, 

the period 15:00 – 21:00 is indeed on-peak for Home 

C, besides an interesting increase early in the morning. 

Finally, Fig. 7 clearly shows an unusual consumption 

behavior for the summer of 2016. 

 

Figure 4: Home’s B avg. hourly consumption 

 

Figure 5: Home’s B avg. monthly consumption 

 

Figure 6: Home’s C avg. hourly consumption 

 

Figure 7: Home’s C avg. monthly consumption 

 

Figure 8: Home’s F avg. hourly consumption 

 

Figure 9: Home’s F avg. monthly consumption 

 

For Home F, even though there is a clear and almost 

identical consumption pattern throughout the day, there 

is not any clear pattern in consuming behavior over the 

months. 

1.4.1. SCENARIO 1 

For the regression task on this approach two 

different metrics and two machine learning algorithms 

were used. The metrics we chose were the Round Mean 

Squared Error (RMSE) and the Adjusted R-squared. 

Regarding algorithms, we used Random Forest and 

Gradient Boosting. We used 10-fold cross validation to 

avoid over-fitting. Table 2 shows the best results for 
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each home. Although we show only the best results, no 

significant deviation in algorithmic performance was 

observed.   

Table 2: best results for each home 

  

Total Results 

Home B Home C Home F 

RMSE 0.122 0.318 0.6023 

Ad R2 0.979 0.8466 0.8584 

 

Fig. 10-12 are heatmaps showing the correlation of 

each installed sensor with the total consumption for 

each home. The sensor names are somewhat confusing 

and unclear, but we kept them unique as a reference for 

those who plan to work with the same. Results are 

presented in Tables 3-11. Home B has a few more 

sensors than the others.  

 
Figure 10: Correlation Heatmap – Home B 

 
Figure 11: Correlation Heatmap – Home C 

 
Figure 12: Correlation Heatmap – Home F 

Tables 3-5 list the six most correlated sensors in 

absolute numbers. Tables 6-11 illustrate the 

predictability of algorithms when they are trained only 

with data regarding the top-3 or top-6 most correlated 

sensors. 

 

Table 3: Top correlated sensors for Home B 

 Correlation with 

total consumption 

A/C 0.833791 

Furnace 0.552492 

Utility Room + 

Basement Bath 0.401344 

Dryer + E-gauge 0.393643 

Home Office 0.234851 

Dining Room 0.187463 

Table 4: Top correlated sensors for Home C 

 Correlation with 

total consumption 

Furnace 2 0.487334 

Furnace 1 0.366014 

Living room 0.245231 

Dishwasher 0.228602 

Barn 0.212722 

Well 0.180083 

Table 5: Top correlated sensors for Home F 

 Correlation with 

total consumption 

Water Heater 0.518500 

Family Room 0.365200 

Furnace 0.356082 

Dryer 0.298531 

Half-bath Foyer 0.232953 

Dishwasher Disposal 0.143392 
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Table 6: Top-3 sensors – Home B 

B 

3 Top – 10-fold CV 

Random 

Forest 

Gradient 

Boosting 

RMSE 0.3516  0.3763  

Ad R2 0.8225 0.7962 

Table 7: Top-6 sensors – Home B 

B 

6 Top – 10-fold CV 

Random 

Forest 

Gradient 

Boosting 

RMSE 0.1483  0.1756  

Ad R2 0.9690 0.9556 

Table 8: Top-3 sensors – Home C 

C 

3 Top – 10-fold CV 

Random 

Forest 

Gradient 

Boosting 

RMSE 0.5189 0.5049 

Ad R2 0.5901 0.6129 

Table 9: Top-6 sensors – Home C 

C 

6 Top – 10-fold CV 

Random 

Forest 

Gradient 

Boosting 

RMSE 0.4068  0.4173  

Ad R2 0.7527 0.7358 

Table 10: Top-3 sensors – Home F 

F 

3 Top – 10-fold CV 

Random 

Forest 

Gradient 

Boosting 

RMSE 1.0829  1.0506  

Ad R2 0.5411 0.5660 

Table 11: Top 6-sensors – Home F 

 
 

 

 

 

Summarizing, it is safe to conclude that furnaces 

and living rooms are those that have high correlation 

with the total consumption in all cases. Of course, as 

expected the A/C was the major sensor for Home B, but 

unfortunately there was not any for the other two 

homes. In terms of predictability based on the top 

sensors, it was clear that there was no validity for Home 

F, while for Home C the results were ‘marginally’ 

acceptable. Home B, on the other hand, gave optimistic 

results and this was not only attributed to the A/C 

sensor. Home B showed smoother and more similar 

consumption patterns across the years. 

1.4.2. SCENARIO 2 

For a real-time prediction, it is necessary to record 

data and analyse them in a very short time. However, 

citizens are not only interested in learning a prediction 

of their instant consumption in order to adapt their 

consuming behaviour, but also for prior knowledge of 

upcoming consumption. Providers who need to adjust 

their production plans and form a more competitive 

pricing policy show similar interest. In that case, as 

explained in Section 3.1 the hourly information of 

consumption and weather metrics is transformed into 

one unified value that represents the average.  

For example, for each day there are two values 

regarding consumption; one for each interval of interest 

that gets examined (on-off peak). These values are 

derived from the average values during the intervals. In 

addition, these daily values of consumption are 

transformed into binary separation around three 

different mean values.  

Initially, we split the target variable around the 

general mean value for each home, in addition, we split 

based on the mean value of each month and season. 

Finally, two extra variables were added, which reflect 

the consumption of previous day (Yesterday) as well as 

the summation of a 7-day ahead consumption (Past 

Week). Below, Table 12 shows the number of instances 

that each class includes for each of the described splits. 

Fully balanced datasets rarely exist in real world 

classification problems and that is also the case here. 

The instances in every case are more for class Low. In 

classification problems it is also crucial to identify the 

most “interesting” class in order to choose appropriate 

evaluation metrics. In our case, both classes are 

considered equally interesting, thus we evaluate 

accuracy. 

In this scenario we introduced different algorithms, 

in contrast to the first, as suggested in the literature. The 

algorithms that were tested are Support Vector 

Machines (SVM), Random Forest, Stochastic Gradient 

Descent (SGD) and Logistic Regression. All 

algorithms were examined following the stages detailed 

below. 

Stage 1 represents the initial results for each 

algorithm’s default implementation based on the 

broadly known Scikit-Learn package [48]. 

Stage 2 reflects the results when all the data are 

scaled. Scaling of data is useful in cases that data 

represent different units and ranges. In advance we 

know that scaling does not affect every algorithm 

(Random Forest etc.). 

 

 

 

F 

6 Top – 10-fold CV 

Random 

Forest 

Gradient 

Boosting 

RMSE 0.8831  0.9618  

Ad R2 0.6955 0.6362 
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Table 12: Balance of the two classes around the examined means 

Stage 3 returns the results after hyper-parameter 

tuning is performed. In this stage we aim to push the 

performance of the model to its limits by applying 

various combinations of input parameters. 

It is important to clarify that for some SVM kernels 

the process is delayed. This happens mostly because the 

linear kernel is an almost identical implementation with 

SGD’s hinge kernel. Moreover, the polynomial kernel 

requires data to be scaled.  

The results clearly indicate that there is no 

algorithm superior to all others. Logistic regression 

required less hyper-parameter tuning and was not 

highly affected by that. The most stable algorithms 

were Random Forest and SVM; however, the latter is 

slower, whilst it shows unpredictable behavior during 

scaling.  

Regarding the two-time intervals, initially it was 

assumed the off-peak period would lead to better 

results; however, this was not supported by the final 

results. On the contrary, the on-peak period data 

returned better results. This happened mostly due to the 

higher fluctuations of on-peak periods which bring 

about more information. Table 13 shows aggregated 

results as they emerged from each stage for each 

algorithm. 

 

1.4.3. GRID LOAD SIMULATION 

As part of the second scenario we decided to 

examine how would a model using data aggregated 

from all 3-Homes would perform. An approach like that 

could simulate the grid and assist providers with better 

decision making. Since all the houses are in the same 

region, weather data are very similar, thus an average 

value for weather metrics was calculated. Regarding 

the electrical consumptions (target variable), values 

were summed both for Yesterday and Past Week 

variables. The same binary transformation was 

conducted again, only around the total mean though. 

The split of classes for On-peak is 474 High – 606 Low, 

while for Off-peak period is 433 High – 647 Low. 

As seen in Tables 14-15, the performance of the 

model does not change drastically. However, at this 

point a different perspective of generalization can be 

examined through merging. The accuracy for both 

periods remains similar however, for Off-peak period a 

slightly higher accuracy is achieved. 

High Low High Low High Low

Home B ON-

peak
361 735 431 665 378 718

Home B OFF-

peak
372 724 400 696 393 703

Home C ON-

peak
395 685 382 698 380 700

Home C OFF-

peak
408 672 390 690 398 382

Home F ON-

peak
553 543 553 543 547 549

Home F OFF-

peak
438 658 447 649 452 644

Consumption Per Total Consumption Per Month Consumption Per Season

Classes Classes Classes
Homes -Time 

Interval
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Table 14: On peak / general mean value 

Grid 
On-peak / General mean value 

SVM Random Fst SGD 
Logistic 

Regr 

Stage 
1 

0.6846 0.6680 0.5892 0.7026 

Stage 

2 
0.7358 0.6680 0.6154 0.7150 

Stage 
3 

0.7358 0.7178 0.7247 0.7192 

Table 15: Off peak / general mean value 

Grid 
Off-peak / General mean value 

SVM Random Fst SGD 
Logistic 

Regr 

Stage 

1 
0.6376 0.6860 0.5767 0.7302 

Stage 
2 

0.7219 0.6860 0.6528 0.7275 

Stage 

3 
0.7275 0.7495 0.7247 0.7302 

4. TRAFFIC PREDICTION 

Besides the approach for predicting electricity 

consumption detailed in the previous section, weather 

data can be exploited for different smart cities problems 

and scenarios, such as traffic prediction.  

4.1. PROBLEM DEFINITION AND 

APPROACH 

Traffic prediction is a multi-dimensional problem. 

Research focuses on either predicting traffic loads for a 

given time or choosing the optimal route for a vehicle 

based on real-time adaptations, in order to minimize 

travel time. Traffic is affected by numerous factors just 

as electrical consumption. Accidents and social events 

can disrupt the normal load of vehicles in specific areas, 

while season and weather conditions can affect traffic 

in a larger scale. Based on that, we used weather data 

collected by sensors installed in various city spots for 

predicting the day-ahead volume of traffic.  

The approach we followed is quite similar to that in 

section 3, but the scenario is reversed, meaning that we 

try to answer the question ‘How can you exploit sensor 

data that are not personalized and create meaningful 

conclusions for the general public?’ Deployment of 

smart city infrastructure requires a deep understanding 

of the problem of traffic. It is crucial to define your 

objective in advance for selecting the most appropriate 

locations to install sensors that either measure traffic 

loads or collect weather data. Busy roads do not always 

provide more information in comparison to less busy 

ones. The number of alternative routes or the location 

of busy buildings can affect the necessity of measuring 

traffic density for a specific road. Our approach aims at 

clarifying differences in traffic among locations, 

besides assessing traffic predictability based on 

weather data.   

STAGE 1 STAGE 2 STAGE 3 STAGE 1 STAGE 2 STAGE 3 STAGE 1 STAGE 2 STAGE 3

SVM 0.8869 0.8705 0.891 0.6825 0.7043 0.7166 0.7138 0.7411 0.7493

RF 0.8773 0.8773 0.895 0.643 0.643 0.6934 0.7043 0.7043 0.7561

SGD 0.5986 0.7752 0.8801 0.6021 0.6267 0.7029 0.6035 0.6457 0.7397

LR 0.8746 0.876 0.8828 0.6798 0.6771 0.7029 0.7356 0.7288 0.7411

SVM 0.7833 0.7915 0.8024 0.6839 0.7002 0.7084 0.6975 0.7057 0.7125

RF 0.7724 0.7724 0.7973 0.6675 0.6675 0.7152 0.6811 0.6811 0.7179

SGD 0.6811 0.7152 0.7915 0.5572 0.598 0.6975 0.5054 0.6117 0.7057

LR 0.797 0.7847 0.797 0.6961 0.692 0.6989 0.6907 0.6893 0.6989

SVM 0.7441 0.7339 0.7759 0.6652 0.6929 0.697 0.6694 0.6984 0.7233

RF 0.7261 0.7261 0.7676 0.65 0.65 0.7123 0.6556 0.6556 0.7109

SGD 0.5532 0.6846 0.7897 0.5311 0.5975 0.6915 0.6334 0.6639 0.7192

LR 0.7842 0.7773 0.7869 0.6929 0.6929 0.6984 0.7095 0.7081 0.715

SVM 0.7233 0.7634 0.7731 0.6307 0.6957 0.7136 0.6237 0.7178 0.7385

RF 0.7219 0.7219 0.7593 0.6666 0.6666 0.7136 0.668 0.668 0.7247

SGD 0.6915 0.6777 0.7717 0.6071 0.6071 0.715 0.6002 0.6559 0.7289

LR 0.7745 0.7662 0.7745 0.7067 0.7109 0.7136 0.7206 0.7192 0.7316

SVM 0.564 0.6784 0.6839 0.5217 0.6512 0.6621 0.5299 0.6798 0.6852

RF 0.643 0.643 0.6866 0.5912 0.5912 0.6512 0.6212 0.6212 0.6716

SGD 0.5027 0.5855 0.6757 0.5068 0.5871 0.6607 0.4986 0.5994 0.6662

LR 0.6825 0.6716 0.6852 0.6662 0.6457 0.6716 0.673 0.6634 0.6811

SVM 0.643 0.6757 0.6811 0.6185 0.6294 0.6416 0.6008 0.6253 0.6471

RF 0.6267 0.6267 0.6893 0.6076 0.6076 0.628 0.5953 0.5953 0.6348

SGD 0.5313 0.6335 0.6771 0.5027 0.5871 0.6376 0.5231 0.5912 0.6362

LR 0.6716 0.6689 0.6784 0.6294 0.6294 0.6416 0.6294 0.6376 0.6485

Algorithms
Homes Time 

Inr Consumption Per Total Consumption Per Month Consumption Per Season

HOME C ON 

PEAK

HOME C OFF 

PEAK

HOME F ON 

PEAK

HOME F OFF 

PEAK

HOME B ON 

PEAK

HOME B OFF 

PEAK

Table 13: Final Results for each stage of all the algorithms for both time intervals 
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4.2. CONTEXT 

Relating weather data with traffic is not a new 

subject. There are several research efforts that perform 

both classification and regression tasks to address that 

problem. In 2009, the authors of [49] examined the 

power of decision trees for classifying traffic load into 

three levels, based only on time and temperature. The 

results were positive and motivated our research. 

Moreover, in [50] the authors propose the use of 

volume and occupancy data. Such data, as well as 

speed, can be obtained by loop detectors. Loop 

detectors are sensors buried underneath highways and 

estimate traffic by collecting information related to 

vehicles passing past them. In general, tree-based 

algorithms are widely used and justified, however even 

more sophisticated algorithms are used such as SVM 

[51] and neural networks [52].  

In addition, authors in [53] introduce three binary 

variables, other than weather conditions, for holiday, 

special conditions and road quality. However, in our 

case such features were not included for several 

reasons. First of all, holidays do not have the same 

effect on each season. For example, sunny holidays 

might result in lower levels of traffic in large urban 

centers while this is not the case for winter holidays. 

Special conditions, such as big social events or 

demonstrations are not easily modeled, since most of 

the times they occur suddenly. For multiclass 

classification it is also desired to test the predictive 

power of a model, not only based on accuracy but also 

the deviation of a wrong-labeled instances. Based on 

that, authors in [54] tested max entropy models on a 6-

class approach and achieved nearly perfect scores on 1-

level deviation class. In our case the deviations are not 

that high in order to justify such a detailed split of the 

target variable.  

4.3. DATASET DESCRIPTION AND 

PROCESSING 

For this task, our source of data is the newly 

deployed ppcity.io which is a set of platforms providing 

information to the citizens of Athens, Greece. The 

selected platform utilizes environmental, traffic and 

geospatial data. These data are collected by several 

sensors located at central points around the city. In a 

similar fashion to section 3, we conducted experiments 

relating environmental data with traffic. Initially, we 

selected locations where data about traffic and weather 

conditions were available. We focused on the seven 

most reliable spots, meaning spots with sensors with the 

most compact data flow and the widest recording 

ranges. Table 16 details each sensor location. 

Table 16: Sensor location  

Sensor 

10 

Kallidromiou st.: house 

Sensor 

13 

Monastiriou st.: High School 

Sensor 

14 

Politechneiou st.: Attica Region 

building 

Sensor 

18 

Solonos st. – Sociality Office 

Sensor 

19 

Grammou st.: High School 

Sensor 

20 

Get Ltd. Offices 

Sensor 

25 

Aiolou st.: Municipality building 

 

More specifically, regarding data description, 

weather attributes collected were the following: 

Humidity, Pressure, Temperature, Wind Direction and 

Speed. The platform provides more weather data, but 

those were not included in the modeling process as they 

were not deemed relevant, such as ozone concentration, 

ultraviolet radiation (UV), nitrogen dioxide etc.  

The target variable (traffic load), named Jam Factor 

in the platform, represents the quality of travel. It 

ranges between 0 and 10; 0 corresponding to a 

completely empty road and 10 indicating traffic in a 

standstill. Data were collected for almost three months 

including August. August is considered as the month 

with the lowest traffic volume in Athens since it is the 

period that most people go on holidays.  

The way the data are processed is similar to the one 

selected in section 3. We define three distinct time 

intervals within a day and examine their differences. 

The first interval, named Morning, includes data 

collected between 07:00 and 10:00. The second, named 

Afternoon, includes data collected between 15:00 and 

18:00 and the last one, Evening, between 19:00 and 

22:00. The average value for each interval is computed. 

The problem is approached again by categorizing the 

target variable into two or three classes. Moreover, we 

decided to split down the model into two sub models 

regarding weekdays or weekends. Table 17 provides 

basic statistics for the target variable, as well as 

information for the split of classes.   
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TABLE 17: Statistics of traffic load for each sensor 

 
 

 

 

In summary our work was conducted in three 

stages. Initially, we used all the available data, 

introducing a binary variable which indicates if the day 

is part of a weekend or not. At this point the target 

variable was split into two categories around the mean 

value. The second stage was to examine a sub model 

that included only weekday instances. However, at this 

point the value that we split the Jam Factor was the 

median, resulting in perfectly balanced classes. The 

final stage was to split the target variable into three 

categories of equal size (High, Medium, Low). The 

metric used for classification evaluation was accuracy, 

since the classes are balanced and of the same interest. 

4.4 EXPERIMENTS 

The algorithms benchmarked for all experiments in 

this stage were logistic regression and random forest. 

Fig. 13 shows the classification results for the initial 

stage for each one of the described time intervals. 

Fig. 14 and 15 respectively show the results 

obtained by excluding weekends and introducing one 

more class to describe the target variable. 

Having observed the results for different sensors we 

focused on traffic volumes for each time interval. Fig. 

16 verifies that August is the least busy month for large 

cities with a clear decline centered around the 15th of 

the month. 

 

 

Max Min Median Range Mean High Low

07:00-10:00 2.52 0.65 1.77 1.86 1.71 45 41

16:00-19:00 3.18 1.22 2.48 1.96 2.32 46 43

19:00-22:00 2.69 1.27 2.09 1.41 2.04 47 41

07:00-10:00 2.57 0.66 1.81 1.91 1.71 49 37

16:00-19:00 3.37 1.17 2.29 2.19 2.23 48 41

19:00-22:00 2.37 1.26 1.87 1.11 1.84 45 43

07:00-10:00 2.51 0.62 1.81 1.88 1.69 46 41

16:00-19:00 3.25 1.18 2.34 2.06 2.27 47 42

19:00-22:00 2.55 1.24 2.01 1.31 1.95 46 42

07:00-10:00 2.54 0.67 1.77 1.87 1.69 45 42

16:00-19:00 3.27 1.22 2.44 2.05 2.31 46 43

19:00-22:00 2.61 1.27 2.05 1.34 2.01 47 41

07:00-10:00 3.33 0.51 1.97 2.82 1.93 45 41

16:00-19:00 3.21 1.11 2.4 2.1 2.31 46 43

19:00-22:00 2.77 1.24 2.11 1.52 2.04 46 42

07:00-10:00 2.49 0.54 1.51 1.95 1.46 45 41

16:00-19:00 2.5 0.85 1.65 1.65 1.64 45 44

19:00-22:00 3.17 0.97 1.66 2.2 1.68 44 44

07:00-10:00 2.67 0.69 1.79 1.97 1.71 46 41

16:00-19:00 3.57 1.2 2.57 2.36 2.36 46 43

19:00-22:00 2.67 1.27 2.11 1.39 2.05 48 40

Statistics
Sensors Intervals

No. of classes

25

10

13

14

18

19

20

http://www.jurnal.nips.ru/
http://jurnal.nips.ru/en


© Автоматика и программная инженерия. 2020, №1(31) http://www.jurnal.nips.ru  
 

© Automatics & Software Enginery. 2020, N 1 (31) http://jurnal.nips.ru/en 62 

 

 

 

 

Figure 13: Accuracy for the whole set of sensors 
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Figure 14: Accuracy for weekday data 
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Figure 15: Accuracy for the three-class target variable 
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Figure 16 (Part 1): traffic volumes per sensor for each time interval 
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Figure 16 (Part 2): traffic volumes per sensor for each time interval 

 

 

We can also observe that the highest volume of 

traffic on a weekday occurs in the afternoon, for every 

sensor except from Sensor 20. For the other two periods 

of the day, it is not clear which one dominates over the 

other. It appears that traffic is heavier in the evenings 

in August, while from the begging of September both 

mornings and evenings showcase equal traffic 

volumes.  

5. EVALUATION  

We evaluate this work following the KDD process 

including all the essential steps. We start with 

similarities across both case studies. Firstly, data 

acquisition revealed the importance of acquiring 

enough data. Data collection should be steady and 

clearly defined in advance, supported by domain 

expertise wherever possible. In the first case study 

mostly, we had to discard a lot of data due to sensor 

recording failures.  

Regarding the step of pre-processing, on both case 

studies, initially we used all the available features with 

questionable results. Better results were achieved after 

discarding features which introduced noise. Especially 

for weather data exploitation, it is crucial to fully 

understand the correlation between variables, otherwise 

redundant   information might be captured. 

The evaluation of machine learning algorithms was 

conducted uniformly. Even though algorithms 

showcased similar performance, Random Forest was 

the most stable. In addition, the fact that it does not 

require data scaling and it can easily handle missing 

values, resulted in its superiority. The remaining of this 

section discusses the findings for each case study 

individually.  
The first case study focused on individual 

households, unlike many studies which attempt to 

predict electricity consumption of the grid or large 

blocks of apartments. The first scenario for this case 

study demonstrated that one can calculate the total 

home consumption with marginal error using readings 

from a well-defined set of sensors, measuring the 

consumption of certain appliances. Thus, it is 

recommended to install smart meters in key appliances, 

besides the main electricity meter for smart homes, thus 

facilitating data availability and analysis. In contrast 

with commercial buildings, where electricity 

consumption follows a pattern (for example 08:00 to 

17:00 with a decline around 13:00 during the lunch 

break), occupant behavior affects individual 

households. Thus, at the single household scale, a 

thorough prediction model is hard to be established. 

Accuracy was over 75% for two out of the three 

houses. Much higher accuracy was not expected in this 

analysis, as important factors, such as occupancy or 

activity inputs, were not available and could not be 

incorporated into the model. We could have drawn 

more robust conclusions if the data from all seven 

homes were available and met the criteria set. 

Furthermore, the decomposition of this time-series 

problem into explanatory input variables gives more 

space for creativity and understanding of the problem 

itself. 
For the second case study, the general problem in 

terms of real-time adjustment of routes in order to avoid 

traffic congestion is important for many cities. 

However, the day-ahead prediction of the volume 

assumes that there will not be any unexpected incident. 

Starting from this point, the factor of environmental 

conditions is crucial, since many citizens and visitors 

decide in advance the way they want travel around the 

city in the upcoming day. The results of the approach 

in section 4 are encouraging and justify what was stated 

above. All three stages achieve accuracy above the 

expected levels. For instance, at the first stage, 

afternoon and evening periods result in accuracy higher 

than 0.8 for almost all sensors. The morning period is a 

bit unstable, with significantly lower accuracy 

especially for sensors 10, 13, 19 and 20. However, 

sensors 13 and 19 are installed in school areas and that 
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might have a negative impact, since environmental 

conditions are not the determining factor affecting the 

volume of traffic in August. Surprisingly, excluding 

weekends from the initial model results in much higher 

accuracy in the morning. However, the same sensors 

return worse results. For the remaining two periods that 

exclusion had different impact. The afternoon was 

affected positively, while the evening slightly 

negatively. 

Reforming the target variable into three classes of 

equal size was promising. First, the accuracy was 

steadily higher than 0.6 for all sensors. At this point, for 

the first time it was obvious that one algorithm was 

performing consistently better than the others. Random 

Forest was for every sensor equal or better than Logistic 

Regression for the afternoon and evening periods. 

However, it is worth noting that parameter tuning for 

Random Forest was much slower than for Logistic 

Regression which is widely considered to be among the 

fastest classifiers. 

6. CONCLUSIONS AND FUTURE WORK 

Both case studies produced some clear and 

informative results. The main conclusion is that the 

systematic recording and manipulation of weather data 

can be supportive for decision making.  

With regards to predicting electricity consumption, we 

conclude the following: 

• The accuracy of the model increases when 

consumption follows standard patterns throughout 

the year. For instance, Home F demonstrates a 

smooth hourly average consumption, but that is not 

true for the average monthly consumption.  

• Even not strongly supported by data, there is an 

intuition that the bigger a home the harder it was for 

the model to predict consumption. For instance, 

Home C is twice as big as Home B. 

• It is safe to rely on a set of 3 up to 6 sensors in order 

to predict total consumption. In both cases predicted 

results slightly deviated from the actual values. 

• The most important part of the analysis is feature 

selection, as the selection of algorithms or the 

evaluation techniques (i.e. Cross-validation, 

Manual split) did not affect the result that much. 

• Unexpectedly, Home F and Home C show no 

difference in predictions for On or Off-peak 

periods. For Home B there is a significant decrease 

for the Off-peak period. Possibly because none of 

the periods is actually of low consumption for both 

homes. 

• Past consumption data had a slight positive impact 

on the model. 

Regarding the traffic load prediction, we have more 

concrete conclusions since we collected information 

from more sensors. The list below summarizes the 

conclusions.    

• In the afternoon roads are busier and for most of the 

sensors even evenings have higher volume of traffic 

in comparison to mornings. 

• The exclusion of weekends from the model resulted 

in slightly better accuracy. 

• Morning data do not return stable results for all the 

sensors. As discussed, this may be because some 

sensors are located in schools. 

• Transforming the target variable into three classes 

resulted in admittedly good results, far better than 

the baseline model. 

• Regarding the algorithms, only in the case of three 

classes it appears that one algorithm, Random 

Forest, stands out for all sensors. 

6.1 THREATS TO VALIDITY 

The biggest threat on such approaches, is that those 

day-ahead models rely on weather data which also are 

predicted. Thus, it is crucial that we have accurate 

predictions of weather conditions. In addition, the size 

of the homes for first case study is much bigger than a 

typical house or a regular apartment. Since the 

electricity consumption is also affected from the size, 

in smaller residences the results may have been 

different. Another threat could be sufficient 

deseasonilising; the factor of time could be possibly 

analyzed into more explanatory variables. 

6.2 FUTURE RESEARCH DIRECTIONS 

Research like the one presented here requires in-

depth analysis and utilization of different approaches. 

For that reason, we attempted to cover as many aspects 

of the research problem of prediction as possible. On 

both data repositories it is expected more data to be 

released in 2020. Of course, having more data leads to 

better approaches and more concrete results.  

Having more data could also lead to deployment of 

even more sophisticated algorithms. Artificial neural 

networks have already been implemented for similar 

works with good results. Regarding feature selection, 

on the first case study it is desired to introduce the 

concept of the week of the month, which is increasingly 

used by similar efforts. More specifically, it is claimed 

that people tend to consume higher amounts of 

electricity during a specific week of the month.  

For the second case study, besides testing more 

sensors in Athens, it would be beneficial to analyze data 

from Thessaloniki as well and to compare and contrast 

results. Lastly, it would be interesting to compare the 

results for both case studies on different time intervals. 

As described in sections 3 and 4, our selection of 

periods during the day was static. 

The work was implemented within the project 

ppCity - T1ΕΔΚ-02901, co-funded by the European 

Regional Development Fund, the European Comission 

and the Greek National Structural Funds. 
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