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Abstract— This paper presents work on using data extracted 
from Twitter to predict the outcome of the latest USA 
presidential elections on 8th of November 2016 in three key 
states: Florida, Ohio and N. Carolina, focusing on the two 
dominant candidates: Donald J. Trump and Hillary Clinton. Our 
method comprises two steps: pre-processing and analysis and it 
succeeded in capturing negative and positive sentiment towards 
these candidates, and predicted the winner in these States, who 
eventually won the presidency, when other similar attempts in 
the literature have failed. We discuss the strengths and 
weaknesses of our method proposing directions for further work.  

Keywords— Sentiment analysis; Classification; Social Media; 
Data mining; Artificial Intelligence and Applications 

I. INTRODUCTION  

Social media is a part of our lives for some years now. 
People increasingly tend to express their opinions via social 
platforms. On a daily basis, data that originate from social 
media are massive in terms of volume. The question this paper 
addresses is the following: Can we use these data in order to 
detect trends, preferences, patterns and therefore predict 
outcomes of future events?  

Social media, and more specifically Twitter, research has 
become more and more intense over the last years. Twitter is 
considered one of the most successful social media of our time. 
The community of the popular platform counts more than 
328.000.000 active users at the moment [1]. As a result, the 
volumes of data created on a daily basis are vast. The platform 
offers the opportunity to its members to write text messages – 
or as the Community calls them, tweets – to address any topic 
they want. A lot of researchers have tried to evaluate Twitter 
data to predict future outcomes. The concept behind all studies 
in the field, is to collect tweets using Twitter’s API and apply 
different algorithms in order to classify them and find trends in 
what users are saying about a specific topic. This can help data 
analysts foresee outcomes and make low risk assumptions 
about various cases. 

Despite the number of studies that appertain to Twitter and 
its data, there are challenges that still exist, such as:  the 

optimal way to gather data, since Twitter offers a variety of 
choices regarding API calls and the method that data will be 
analyzed in order to achieve high accuracy for predictions in 
the final results. The focus of this study is to face these 
challenges and arise solutions that are credible and concrete. 

In particular, this paper focuses on the presidential elections 
in USA that were scheduled for November 8th 2016. The goal 
was to gather tweets that refer to the elections and more 
specifically to the two main candidates: Hillary Clinton and 
Donald J. Trump. After acquiring our data, the method 
proposed consists of a classification algorithm selection and 
implementation. In order to attain classification on text, the key 
term is ‘sentiment analysis’ (or opinion mining). Under this 
perspective, in the end of this paper we present our prediction 
about the election results based on the method proposed. 

There are two main challenges for this work: 

• Data gathering. This task included a series of decisions that 
needed to be made. The Twitter Developer platform is a 
powerful tool that offers different approaches according to the 
goals and demands of each project. Calls to the Twitter API are 
free, upon request, and can be addressed using two different 
approaches: 

1. The Streaming API  

2. The Search API 

After deciding which API was the optimum for this 
research project’s needs, there were some other challenges that 
had to be addressed. The tweets had to be originated from US 
citizens located within the USA region. People who would 
eventually vote at the elections were the study’s target. 
Gathering tweets from all the states was not mandatory because 
in some States the polls were already clear on who would win. 
In eleven states the polls were indecisive among the two 
dominant candidates. The States chosen to retrieve data from 
were the most controversial and historically decisive [2], [3]. 

• Sentiment analysis. The tweets retrieved after the data 
gathering process were plain text, a combination of subjective 
and objective words. In order to get the sentiment behind a 



tweet, we gathered the subjective words from the text and 
checked if they had a negative or a positive impact on the 
opinion the user was trying to express. In order to classify our 
data, the Naïve Bayes classification algorithm was used. We 
chose this approach to achieve simplicity and high accuracy as 
we will explain in the following sections.  

In the next sections we elaborate on our approach as 
follows: section II explores the background of the topic and 
outlines some key examples of related word. Section III, 
explains our proposed method. Experimental results are 
presented in section IV which compares our predictions with 
the actual results and discusses key findings. A discussion of 
our results along with a review of decisions made in order to 
optimally implement our plan is included in section V. Finally, 
the paper ends with conclusions and suggestions for further 
work in section VI. 

II. BACKGROUND & LITERATURE REVIEW 

Even though Social media analysis is a field that started 
being popular a few years back, there are a lot of researchers 
who tried to develop methods that aim to find what users 
believe about various topics. In our case, we review seminal 
works that targeted elections or candidates that participated in 
elections. 

In 2012 before the French presidential elections Wolska 
and Bouguera published a paper called “tweets mining for 
French presidential election” [4]. Its purpose was not only to 
predict the election result, but also to analyze how different 
trends influence the masses in social media using different 
polling methods. Furthermore, the meaning of opinion intensity 
was introduced, giving the opportunity to draw conclusions 
about how loyal and determined voters are. As the authors 
claim, social network analysis and text mining for political 
purposes is a field that poses a lot of challenges and it might 
become a useful and accurate method of predicting both 
political and economic trends in the future. 

In 2013 Mahmood et al. [5], published a paper on “Mining 
Twitter Big Data to Predict 2013 Pakistan Election winner”.  
Their goal was to retrieve tweets, pre-process them, store them 
in a database and come up with ways to draw conclusions 
about the winner of the elections. Three parties were massively 
twitted at that time, Pakistan Tehreek-e-Insaaf (PTI), Pakistan 
Muslim League Nawaz (PMLN) and Muttahida Qaumi 
(MQM). PMLN was the party that prevailed at the end. The 
authors used three different approaches to complete their task. 
The three models were CHAID decision tree, Naïve Bayes 
model and Support Vector Machines (SVM). Their analysis 
showed that PTI would win, but the winner was different. 
However, there was in fact a twitter-based trend towards PTI 
that helped the party gain more votes than it was originally 
meant to get. This means that the party focused on social media 
promotion, to attract young voters. Consequently, the party was 
regularly mentioned in tweets giving the impression to users 
that it was higher on polls than it really was. This lead to a 
higher number of votes.   

Soler et al. [6], published a paper in 2012 on “Twitter as a 
tool for predicting election results”. This paper presented a new 
tool for Twitter analysis called TaraTweet. Using this tool 

500.000 tweets were analyzed and the results were shown at 
TaraTweet’s site. The results of all three experiments 
conducted had adequate accuracy. There are some parties that 
received different percentages of votes than originally 
predicted, which is normal, since voters may make their mind 
up until the very last minute. With these three experiments, we 
can identify a correlation between mentions and actual vote 
intentions. Parties that invest in social media promotion are 
more likely to see satisfying results in the elections. This paper 
indicates that Twitter analysis is a safe method to conduct 
experiments and come up with results that are really close to 
real-time vote intentions. 

Jose and Chooralil [7] published a paper in 2015 that 
proposed a new approach for sentiment analysis. They used a 
novel method for analyzing tweets and with the help of lexical 
resources such as SentiWordNet, WordNet and word sense 
disambiguation they tried to extract information and 
knowledge out of tweets. In addition, in order to achieve the 
highest accuracy possible they also proposed a negation 
handling approach in the data pre-processing stage. The 
authors’ innovative spirit lead them to try a variety of tools. 
The data gathering process was implemented with the help of 
Twitter’s Streaming API. 

Another interesting work by Akshi Kumar et al. [8], 
proposed a method for Emotion analysis of Twitter using 
Opinion mining called “Emotion analysis of Twitter using 
Opinion mining”. The tweets were analyzed using sentiment 
analysis. However, they used a slightly different approach. 
According to the authors the basic sentiments that a person 
might have are: Happiness, Anger, Sadness, Fear and Disgust. 
These are the sentiments that Paul Ekman and his team found 
in their research in 1972 to be the most common among human 
beings [9]. The data that were gathered in this work were 
classified based on Ekman’s approach. This approach may find 
several different uses like recommendation systems in business 
intelligence and to reveal vote intentions of social media users. 

In 2014 Das et al. published a paper about sentiment 
analysis for products using public tweets from customers [10]. 
This paper took the topic one step further by building an 
application that helps researchers and business analysts to see 
how consumers feel about a released product. The system they 
proposed involved a tool for conducting research about 
different topics (new products, opinion about election 
candidates etc.). What it does, is data gathering from Twitter’s 
streaming API and preprocessing in a way that sentiment 
analysis is easily done. The reports that were generated after 
the sentiment analysis of tweets is what matters most, because 
with their help, high-end users (like managers, political 
analysts etc.) could draw conclusions and foresee future events. 

Tumasjan et al. tried to answer three questions regarding 
politics and Twitter: a) does Twitter provide a platform for 
political deliberation online? b) how accurately can Twitter 
inform us about the electorate's political sentiment? and c) can 
Twitter serve as a predictor of the election result? [11]. They 
examined 104,003 tweets related to the German elections 
(containing the names of the parties that participated). To 
extract their sentiment, they used LIWC2007 (Linguistic 
Inquiry and Word Count;). Their focus was on 12 dimensions: 



future orientation, past orientation, positive emotions, negative 
emotions, sadness, anxiety, anger, tentativeness, certainty, 
work, achievement, and money. They concluded that Twitter is 
indeed a platform where users tend to express themselves 
politically, engaging with others and exchanging opinions. 
Regarding the second question, voters showed their sentiments 
towards the elections depending on their political leader views. 
Tweets about Steinmeier were more ambiguous due to the fact 
that the leader himself did not have a clear view on potential 
political coalitions. Finally, the results of the sentiment 
analysis, even though the sample of tweets was not large 
enough, were really close to the actual election results. In their 
opinion, Twitter can in fact be considered as a valid indicator 
of electorate’s opinions.  

Jungherr et al. focused on evidence that the scientific 
community was a victim of a common misconception: trying to 
draw conclusions based on social media metrics sometimes 
leads to false results due to the lack of thorough testing [12]. 
Their main concern was that there are a lot of political parties 
or other enterprises that involve “actors” that try to influence 
people with various means like propaganda and fake news. To 
prove their point, they collected data from a social media 
vendor called Gnip (http://gnip.com). Messages about the 2013 
elections in Germany were retrieved and the sample contained 
6,677,795 messages posted by 1,248,667 users. During their 
analysis they established a custom solution by hand-coding 1% 
of all political mentions in messages in order to identify 
positive, negative or neutral sentiment. Furthermore, they used 
Hopkins/King’s approach to automate content analysis, a 
method that has been used in other similar projects as well. 
Finally they also used hashtags that included specific words 
like the parties’ names.  The results from their research indicate 
that the overall validity of Twitter-based mentions as indicators 
of political support as expressed in votes is rather poor. 
However, they suggested that Twitter is potentially a tool to 
measure voter sentiment. They also suggested that future 
research may focus on using Twitter data to analyze which 
kind of political information attracts Twitter users’ attention 
and is distributed online and also be well advised to focus on 
theoretical underpinnings, rather than exclusively on empirics. 
Their large data collection and thorough analysis assert this 
work as a considerable contradiction to ours.  

These are the 8 most prominent works in the field. There 
are other works that were also successful. The number of 
people trying to analyze data extracted from social media 
shows that this field is emerging. Every work included 
interesting perspectives and most of them were successfully 
implemented. In the following section, we will demonstrate 
how our work differentiates from other similar works. We will 
describe our method and the decisions we made in order to 
achieve high accuracy. 

III. PROPOSED METHOD 

The approach we followed comprises two main features 

• Data gathering  

• Sentiment analysis 

A. Data gathering 

The data gathering process is challenging. The dataset 
collected, has to be credible and preprocessed properly for the 
sake of integrity and accuracy of the final results. The 
challenges that this stage included were the following:  

• API selection  

• Constructing the right queries 

• Data preprocessing. 

1 API selection  

The Twitter developer section has a detailed documentation 
for API calls which is very simple to understand. When 
someone wants to make requests to the Twitter API, an access 
token is required. To get the access token and thus the 
authorization to make requests to the API, Twitter requires 
from the user to build an application that will authenticate the 
requests. After building the application, the user is ready to 
make queries and gather data. The application built for this 
work is titled TweetGrabber13. The process to design and 
implement this application was simple as there are precise 
guidelines from Twitter explaining step by step how this can be 
done [13]. 

After building our application, the next step was to choose 
which API to use. The two APIs Twitter offers, have some 
similarities but they are also different in many ways. Both need 
OAuth, which is a specific type of user authentication in order 
to connect to Twitter. In addition, the data formats that both 
APIs return are the same (JSON). 

One of the most important differences between the APIs is 
the rate limit each one offers. The Streaming API offers a much 
narrower rate limit than the Search API. This is one of the 
reasons that in this work, data were gathered using the Search 
API. We had to make requests during different periods of time 
and the Search API is the best choice for this kind of research. 
Another difference between the APIs is that the Streaming API 
provides real-time data, when the Rest API returns fewer 
results for every request submitted. When a query is built and 
executed with the Streaming API, all the tweets that match the 
criteria are retrieved. On the other hand, the Search API returns 
a sample of tweets that are more relevant to the query. Our 
target was to keep our dataset clear of irrelevant tweets, so 
once again the Search API was considered more suitable.  
Finally, the options that the Search API offers to build queries 
was also an asset for our decision. The parameters offered are 
numerous, helping data analysts build queries based on 
location, popularity, language and many more [13].  

2 Querying with PHP  

A programming language very suitable to make API calls is 
PHP. The variety of libraries, selectors and attributes PHP 
offers makes it one of the easiest programming language for 
communication with APIs [14].  

After building the application we needed to choose the 
three states that the tweets would be collected from. The three 
states with the most controversial and ambiguous polls were: 

• Florida 



• Ohio 

• North Carolina 

These were the three states expected to determine the final 
results [2], [3].  

Another important factor while collecting data was the 
various parameters that needed to be added to the queries. 
Tweets that referred to the candidates, the elections or any 
other relevant topic would be the target. To achieve getting the 
required results the queries were based on hashtags that 
invoked relevance to the topics addressed. Since the aim was to 
get opinions and statements about the two main candidates we 
chose hashtags that included the respective candidate 
campaigns. The tweets gathered included the following 
hashtags: 

• #donaldtrump, tweets that are about Donald J. Trump 

• #hilllaryclinton, tweets that are about Hillary Clinton 

• #maga, official hashtag in favor of Donald J. Trump 
meaning (initials mean make America great again) 

• #imwithher, official hashtag in favor of Hillary Clinton 

• #nevertrump, official hashtag against Donald J. Trump’s 
campaign  

• #neverhillary, official hashtag against Hillary Clinton’s 
campaign 

Some of the tweets gathered are considered polarized 
beforehand. Tweets containing the hashtags “#maga”, 
“#imwithher” are the official hashtags in favor of Donald 
Trump and Hillary Clinton campaigns. Those tweets 277.509 
tweets were gathered in total. The data gathering process lasted 
one month. There requests were issued daily from October 7th 
to November 7th.  The elections were scheduled for November 
8th 2016.  

3 Data preprocessing 

In order to make our data easier to interpret, we 
preprocessed them to get rid of unnecessary information. The 
Search API returns a massive volume of metadata for every 
tweet. The fields that we were interested in were the following: 

• Tweet’s id 

• Date posted 

• Time posted 

• Tweet’s text 

• User name 

• User id 

• Tweet’s status (in order to check if it is a retweet or an 
original message) 

These were the most important information we needed for 
each tweet. Furthermore, we decided to change the format of 
the data, transforming it in text files (txt). That decision was 
taken in order to make the results more readable and simpler to 
navigate. 

B. Sentiment analysis 

It is clear that classification of tweets is this work’s target. 
Tweets had to be classified as positive, neutral or negative. One 
of the efficient ways to perform classification is the Naïve 
Bayes Model, known to be simple but yet powerful for 
classification [13]. This is the model we chose to classify our 
data with. A powerful tool that was also used is Textblob, a 
Python library that besides classification helped us set 
subjectivity scores to tweets. Below we elaborate on why we 
used these two options. 

1 Naive Bayes Method 

The Naïve Bayes classifier is based on Bayes’ Theorem which 
defines the probability of an occurrence by observing prior data 
that are relevant to the event. For example, the probability of 
rain is higher when there are clouds in the sky. Thus, it is easier 
to predict the probability of raining when we know that the sky 
is full of clouds than if we did not. The implementation of the 
algorithm is simple code-wise and its performance surpasses 
similar approaches [15]. 

A classifier has to be trained in order to implement Naïve 
Bayes Theorem. A classifier is defined as a set of data that are 
already classified and help us construct rules that apply to our 
dataset as well. In order to train this classifier, a training dataset 
is required. There are many free available corpuses that can be 
downloaded and be used as training data. The corpus chosen 
for this work is a combination of the N. Sanders dataset and the 
corpus that Michigan University developed during a sentiment 
analysis competition on Kaggle [16]. Our training dataset 
consisted of 1.578.627 tweets that have already been classified 
as positive, neutral or negative. The sample is quiet large and 
provides a variety of words and phrases that can help create 
rules applicable to our experiment. The accuracy of this 
classifier was over 75%, a number that is above average, but 
could be further improved by experimenting with different 
algorithms.  For accuracy purposes, we decided to also run our 
data through Textblob as we explain below. 

The next step was to train our classifier based on the training 
corpus. The classifier followed a basic principle, which is: 
Tweets with polarity value less than 0 are negative, equal to 0 
neutral and greater than 0 positive. The polarity score was 
assigned depending on how many positive or negative words 
are contained in it. We developed the respective application in 
Python. After the sentiment analysis stage was over, all tweets 
were classified. The process we followed and the answers to 
the key challenges we met are summarized in Fig. 1. 

2 Textblob library 

A powerful tool that was also used is Textblob. Textblob is a 
Python library we used to analyze textual data. It provides an 
API that can help implementation of different Natural 
Language Processing (NLP) tasks, one of which is sentiment 
and subjectivity analysis [17]. Subjectivity, is defined as the 
number of subjective words per sentence. A tweet that has a lot 
of words that express sentiment like adjectives, adverbs, verbs 
etc. has a higher subjectivity score than a tweet that does not. 
Subjectivity is an important factor and that is why we decided 
to also analyze our tweets with Textblob. Once we imported 
Textblob, we also imported some textblob.classifiers modules. 



With these modules we can easily build customized classifiers 
like sentiment analyzers and more. Textblob is a powerful 
library and can be used in various data mining projects. There 
are 6 modules that we built in order to perform sentiment 
analysis on our data. Our code is based on Naïve Bayes 
classification model and what it does is to classify each tweet 
as positive, negative or neutral depending on their textual 
context and also set a subjectivity score for each tweet. So we 
define a polarity and subjectivity score for each tweet. There 
are three possible values for polarity: negative, positive and 
neutral. Our code sets a value between -1 and 1 for each tweet 
(-1 <= polarity score <= 1). If the polarity score is 0 the tweet 
is considered neutral, if the polarity score is less than 0 the 
tweet is considered negative and if the polarity score is greater 
than 0 then the tweet is listed as positive. The subjectivity score 
for each tweet ranges between 0 and 1 (0 <= subjectivity score 
<= 1). Now let’s see how the modules we have on our code do 
what we described. 

 

Fig. 1. Key challenges for the proposed method. 

IV. EXPERIMENTAL RESULTS 

This work aimed at predicting the USA elections in three 
key states that could potentially determine the final result. We 
will here present our sentiment analysis predictions, and how 
close these predictions were to the actual election results. 
These results were posted online the day before the elections 
[22].  

A. Florida results 

73263 tweets were gathered from the state of Florida. From 
these 73263 tweets 42683 were in favor of Donald Trump, 
25938 were in favor of Hillary Clinton and 4642 tweets were 
classified as neutral. To sum up the results that our analysis 
predicted were: 

• Donald Trump: 58.26% 

• Hillary Clinton: 35.4% 

• Neutral tweets: 6.44% 

The actual results of the elections in the state of Florida 
were: 

• Donald Trump: 49.1% 

• Hillary Clinton: 47.8% 

• Other Candidates: 3.1% 

We can see that the percentages are fairly close, but the 
most important thing is that we correctly predicted who would 
win the state.  

B. Ohio results 

116733 tweets were gathered from the state of Ohio. From 
these tweets 65.611 tweets were in favor of Donald Trump, 
41727 tweets were in favor of Hillary Clinton and 9395 were 
classified as neutral. So, the percentages that the analysis gave 
us were: 

• Donald Trump: 56.2% 

• Hillary Clinton: 35.75% 

• Neutral tweets: 8.05% 

Below we can see what the actual results were: 

• Donald Trump: 52.1% 

• Hillary Clinton: 43.5% 

• Other Candidates: 4,6% 

Like Florida, we can observe that the results are close, but 
the important thing is that once again we predicted who the 
final winner was.  

C. N. Carolina results  

The final state we gathered tweets from is N. Carolina. 
87513 tweets were gathered in total from this state. From these 
87513 tweets, 46608 were in favor of Donald Trump, 33301 
were in favor of Hillary Clinton and 7604 tweets were 
classified as neutral. So, the percentages that our analysis 
predicted were:  

• Donald Trump: 53.26% 

• Hillary Clinton: 38.05% 

• Neutral tweets: 8.69% 

The actual results of the state were: 

• Donald Trump: 50.5% 

• Hillary Clinton: 46.7% 

• Other Candidates: 2.8% 

Once again, the results were really close to our predictions 
and the most important thing is that we correctly predicted who 
would win the state. In Fig. 2 we provide two charts with all 
our predictions compared to the final results of the elections. 
As it can be seen, we correctly predicted the winner in all three 
states.  



 

 

Fig. 2. Comparison of predictions [22] with actual results 

In order to highlight the difficulty of the prediction and the 
significance of our prediction we cite some of the polls that 
well-known websites and newspapers published before the 
elections, predicting that Hillary Clinton would eventually win 
the race. 

 

Fig. 3: Huffington post predictions towards the USA 2016 
presidential elections [16]. 

  

Fig. 4: New York Times prediction for the USA 2016 
presidential elections [19]. 

 

Fig. 5: CNBC posts UK betting firms predictions about the 
elections [20]. 

 DISCUSSION  

The importance of social media analysis in elections can be 
seen, once we consider the predictions that popular and 
credible media made. A recent study based on a paper written 
by D. Kreiss and S.C. Macgregor, highlights the importance of 
social media in the elections [23]. According to this work, the 
basic difference between Donald Trump and Hillary Clinton 
campaigns is that the first allowed employees of the top 
technological firms like Facebook, Twitter and Google to be 
part of his campaign and more specifically in the decision 
making of his candidacy, while the latter decided not to do so. 
This helped Trump do more targeted advertisements and reach 
people based on their individuality, based on the knowledge 
and abilities of the employees of the tech firms that knew 
precisely how to get in touch, digitally, with the voters. This 
may arouse questions regarding the credibility of the elections, 
but also highlights the importance of social media in events 
like elections.  
The challenges for predicting elections using social media 
have been highlighted in a number of studies. In [24] the 
authors used a model for utilizing Twitter to predict the 
outcome of the UK general election. They projected a 



parliament with 285 Conservative party seats and 306 Labour 
Party seats. Their prediction proved inaccurate as the 
Conservatives won the election with 330 seats to 232 by the 
Labour party. 
In [25] the authors used 13 different variables that were 
available online including Tweets, Celebrity Tweets and 
Celebrity Sentiments, Twitter Followers, Facebook Page Likes 
and Wikipedia Traffic for the 2016 US Presidential Elections. 
Wikipedia page traffic for the Democratic Party candidates did 
not correlate with the outcome of the DP election since 
Sanders lost to Clinton even though his Wikipedia page traffic 
was at least twice larger than Clinton’s for a period of 2.5 
months from November 2015 up to mid-January 2016. The 
research found correlations between polls and Facebook page 
likes, and between polls and Twitter. 
In [26] a research about whether Social Media can predict 
election results in New Zealand demonstrated that the Number 
of Facebook friends and the Twitter followers as explanatory 
variables are not good indicators as only 16.7 and 5.4 percent 
of election winners were predicted correctly respectively. 
Our work was based on Twitter users that wanted to express 
their sentiment about two candidates. The analysis we made 
revealed an advantage for Donald Trump even though all polls 
showed the opposite. We can say that voters prefer to express 
their feelings via social media than a poll that in most cases is 
conducted through a phone call. People feel that their social 
media profile identifies them uniquely and that is why analysts 
must see social media as a trustworthy tool for their future 
works. 
On the other hand, there are a few risks that we make when we 
draw conclusions from social media. There are cases of users 
that might try to compromise work like ours. Since political 
analysts realized the importance of Social media in election 
races, some of them tried to manipulate the data that exist on 
them. A lot of parties hire individuals that post positive 
comments about the party continuously. This is an issue that 
needs to be addressed and it is extremely important to be dealt 
with.  
Another risk that needs our attention is the misclassification of 
tweets. There might be cases that some of the tweets are 
classified incorrectly. To make the final results accurate, the 
method developed must be well designed and ready to deal 
with any type of threat. In our work the percentage of 
correctly classified tweets was 95.5%. 

V. CONCLUSIONS & FUTURE WORK  

A. Conclusions 

Having reviewed the results produced by our proposed method 
and our predictions for the elections that occurred on 
November 8th 2016, we can conclude that our experiment was 
successful. We predicted correctly who would win in all three 
key swing states we gathered tweets from. Consequently, we 
can claim that Twitter is a social media that analysts can use in 
order to draw useful conclusions about elections, but also 
possibly for other things as well, like products, events, market 
issues and so on.  

Of course, we cannot claim that analyzing tweets is the ideal 
way of predicting election results with high accuracy, since a 
lot of voters do not have a Twitter account, but we can see 
what the public opinion says about different topics and make 
some low risk assumptions about the future. In this work, we 
tried to observe how the voters felt about the candidates, we 
did not count how many votes each one would get. Thus, we 
cannot directly predict the winner. However, the statistical 
analysis and polls that we cited in the previous section show 
that predicting the winner of such an event is not a simple 
task. Such problems should be addressed in multidimensional 
ways and take many factors into consideration before making 
a prediction. It should be noted that comparing the number of 
tweets with the number of votes does not imply a statistical 
significant correlation between the two variables. 
In our case, what was really odd is that even though all polls 
showed that Hillary Clinton would eventually win the 
elections, Twitter users mainly mentioned Donald Trump 
when they posted a tweet about the elections. As a result, 
when we made a request with the Search API to retrieve 
tweets for Donald Trump using hashtags like #DonaldTrump, 
#maga or the negative #NeverTrump we ended up with a lot 
more tweets than when we made a request for Hillary Clinton. 
So, we can conclude that people were talking about Donald 
Trump a lot more than they did about Hillary Clinton. It did 
not matter that a large percentage of these tweets were 
negative for Trump. It seems that there is no such thing like 
negative publicity. 
From a technical point of view, we have to note that we were 
impressed with the variety of options that Twitter offers to 
download data. More specifically, the Search API is built in a 
way that developers can use easily and make the requests they 
want to get tweets. For analysts who want a different 
approach, Twitter offers the Streaming API which offers is 
real-time. In general, for analysts that want to gather data from 
social media we recommend that they do it with Twitter. 

B. Future Work 

This work demonstrates that social media analytics is a field 
with a bright future. There are a lot of different approaches 
that can be applied on similar experiments. In this section we 
discuss different approaches, solutions and tools that can be 
applied in social media analytics. 
Firstly, sentiment analysis can be addressed using a different 
perspective. We used Naïve Bayes model in this work, but 
SVMs. Decision trees or other classification methods could 
have been used instead [27], [28]. There are cases that SVM 
might perform better than Naïve Bayes if we choose to base 
our analysis on other parameters. We can also try to address 
this problem using rule based approaches. Such approaches 
are not effective for unstructured data, but in our case the data 
are structured, so this method might be applied with success. 
We must further experiment to determine which the best way 
to approach the problem is.  
In addition, the factor of importance for every tweet is not 
calculated. There are people that are considered influential and 
their tweets reach more people. The best approach would be to 



assign weights for each tweet based on the retweets, likes and 
also the number of people following the person that posted it.  
Also, there are some tools that can help to perform sentiment 
analysis more easily. One of the tools we could use is 
Lexicons. Lexicons are very helpful when performing 
sentiment analysis. They are useful resources of information 
about vocabulary. A very simple example of a Lexicon is a 
dictionary. In our case, we needed a lexicon that defines words 
as positive or negative. The intensity of a word is also 
important. There are words that express feelings more strongly 
than others. For example, the word “terrible” expresses a 
higher level of dissatisfaction than the word “bad”. This is 
helpful regardless of what approach we have chosen to go 
with (Machine Learning or Rule Based).  
It’s not difficult to find well-structured lexicons. There are a 
lot of researchers and universities that design lexicons and 
make them available for everyone to download. Commonly 
used free available lexicons are the following: 

 Inquirer 
 MPQA 
 LIWC 
 SentiWordNet 

The most commonly used Lexicon is SentiWordNet [29]. 
In conclusion, our method was proven to produce accurate 
results for predicting the US elections. There are many 
features and approaches that can improve our method and we 
plan to enhance our work in the future.  
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