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Abstract  

The epidemiological question of concern here is “can young children at risk of obesity be 

identified from their early growth records?” Pilot work using logistic regression to predict 

overweight and obese children demonstrated relatively limited success. Hence we investigate the 

incorporation of non-linear interactions to help improve accuracy of prediction; by comparing 

the result of logistic regression with those of six mature data mining techniques. 

The contributions of this paper are as follows: a) a comparison of logistic regression with six 

data mining techniques: specifically, for the prediction of overweight and obese children at 3 

years using data recorded at birth, 6 weeks, 8 months and 2 years respectively; b) improved 

accuracy of prediction: prediction at 8 months accuracy is improved very slightly, in this case by 

using neural networks, whereas for prediction at 2 years obtained accuracy is improved by over 

10%, in this case by using Bayesian methods. It has also been shown that incorporation of non-

linear interactions could be important in epidemiological prediction, and that data mining 

techniques are becoming sufficiently well established to offer the medical research community a 

valid alternative to logistic regression. 

Key words: medical data mining, machine learning, public health, prediction, accuracy.  

 1.  INTRODUCTION 

There is a growing epidemic of obesity affecting all age groups, with the prevalence of obesity in 

the UK rising rapidly in children as young as three years  [1]. It has been reported that among two 

to four-year-olds, obesity has doubled since the early 1990s, while the rate has trebled for six to 

15-year-olds  [2].  In the UK, among those under 11, obesity increased from 9.6% in 1995, to 

13.7% in 2003 (From Health Surveys for England reported in The Times, February 28
th
 2006). 

The increase in childhood obesity is causing concern in other countries, as well as the UK.  
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Being fat as a child causes immediate harm, such as low self-esteem, and has consequences for 

adult health including life-long risk of obesity and an increased risk of type 2 diabetes  [3]. 

Several ways have been suggested to treat obesity in children, such as physical exercise 

combined with nutrition education or behaviour modification  [4]. However, there would be a 

greater public health impact from preventing obesity than treating it. There may be targets for 

obesity prevention in early childhood, to be identified through a combination of biomedical and 

epidemiological research. The epidemiological question here is “can young children at risk of 

obesity be identified from their early growth records?” This prediction can be regarded as a 

general classification/prediction problem. Classification means a procedure of finding a set of 

models/functions in a given database with given classes; using the models/functions obtained, 

the class of objects where class labels are unknown can be predicted. Classification has been 

used extensively in the medical domain  [5],  [6]. 

The Wirral child database has been built from data collected by health visitors in Wirral, 

England. This collection covers the 16-year period from 1988 to 2003, and comprises data from 

a total of 16653 samples. It records parameters of children from their birth to around three years 

old, with 56 attributes for each sample. These mainly include weight, height and Body Mass 

Index (BMI) at each of five visits, and their standard deviation scores (SDS) adjusted for age and 

sex (British 1990 revised reference)  [7] .  

The aim of this work is to evaluate the importance of non-linear information on childhood 

obesity prediction. Pilot work using logistic regression was used to predict overweight and obese 

children obesity with relatively limited success  [8]. It is therefore postulated that incorporation of 

non-linear interactions may improve the accuracy of this prediction; hence, we investigate the 

incorporation of non-linear interactions to help improve accuracy of prediction; by comparing 
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the result of logistic regression with those of six mature data mining techniques (the techniques 

were selected based on significant experience in the area). 

The contributions of this paper are as follows: 

1. a comparison of logistic regression with six data mining techniques (decision trees (C4.5), 

association rules, Neural Networks (NNs), naïve Bayes, Bayesian networks and Support 

Vector Machines (SVMs)) to this prediction problem: specifically, for the prediction of  

overweight and obese children at 3 years of age using data recorded at birth, 6 weeks, 8 

months and 2 years respectively; 

2. improved accuracy of prediction by using data mining techniques: prediction at 8 months 

accuracy is improved very slightly, in this case by using NNs, whereas for prediction at  2 

years old obtained accuracy is improved by over 10%, in this case by using Bayesian 

methods. 

 

The work has achieved improvement in prediction of an important real-world problem. 

Associated with this, it has been shown that incorporation of non-linear interactions is likely to 

be of importance in epidemiological prediction, and that data mining techniques are becoming 

sufficiently well established to offer the medical research community a valid alternative to 

logistic regression.  

The structure of this paper is as follows: in section 2 the methods and algorithms to be used are 

presented; section 3 focuses on experimentation with the recorded childhood data to compare 

and analyse the performance of different algorithms for childhood overweight/obesity prediction; 

finally, conclusions are presented in Section 4. 
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2. METHODS AND ALGORITHMS 

2.1. Problem Modelling 

To achieve the aim of this work, we evaluate a number of well-known data mining algorithms, 

using non-linear information, on childhood obesity prediction. In data mining, prediction can be 

viewed as the construction and use of a model to assess the class of an unlabeled sample, or to 

assess the value or value ranges of an attribute that a given sample is likely to have  [9]. 

In the Wirral database, the value of the attribute “overweight” divides the database into two 

classes, where a label of  “+1” means that the child is overweight by 3 years old, whilst a label of  

“-1” means that the child belongs to the lean class. Determining whether a child is lean, obese or 

overweight is decided by the BMI at 3 years old. BMI can be expressed as: 

2height

weight
BMI =                                                 (1) 

An experience threshold cutoffBMI is given, where: 









⇒−=⇒<

⇒+=⇒≥

leanoverweightBMI

overweightoverweightBMI
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cutoff

1

1

                                   (2) 

The parameter “BMI” is normalized to be the parameter “overweight” to define whether a child 

is overweight, using a transformation (f), the standard deviation score which adjusts the child’s 

measurement for their expected growth in terms of age and sex [7]. With this “labelled” database, 

it is possible to construct a model first, and then use the model to predict the class of unlabeled 

samples.  
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Classification and regression are two major types of prediction algorithms: classification is used 

to predict discrete or nominal values, while regression is used to predict continuous or ordered 

value. The main objective is to identify and predict the group of children who are at risk of 

becoming overweight and thus require preventative action, rather than to predict the BMI of 

individual children. To predict child overweight/obesity by year 3, data recorded on the weight 

of the child during the first 2 years of a child’s life is used (i.e. recorded at 6 weeks, 8 months 

and 2 years respectively). 

2.2. Accuracy Measurement 

To evaluate the prediction rate, the following related parameters are to be studied: sensitivity 

)|( DPr + , specificity )|~( DPr − , positive predictive value )|( +DPr , negative predictive value 

)|(~ −DPr , and overall accuracy. “D” means the overweight or obese case and “~D” means the 

lean case.  

cases obeseor  overweight  totalofnumber 

cases obesesor  overweight classifiedcorrectly  ofnumber 
)|( =+ DPr

                (3) 

caseslean   totalofnumber 

caseslean  classifiedcorrectly  ofnumber 
)|~( =− DPr                         (4) 

  obeseor  overweight as classified cases ofnumber  total

cases obeseor  overweight classifiedcorrectly  ofnumber 
)|( =+DPr

                    (5) 

lean as classified cases ofnumber  total

caseslean  classifiedcorrectly  ofnumber 
)|(~ =−DPr                       (6) 
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If every sample is correctly classified, then the values of all the above four parameters are 1.0 . 

In many applications, specificity or overall accuracy is more important than sensitivity; however, 

this is not the case here for the following reasons: 

1. As the majority of the children are not overweight or obese, it is simple to have a classifier 

with perfect specificity and very good overall accuracy but without any disclosure of the risk 

group of potential overweight or obese children. For example, for classifying children who 

are at risk of obesity, a trivial classification that all children are not overweight can achieve 

100% specificity and approximately 96.7% overall accuracy. However, such a classifier does 

not provide any useful information about which group of children is at risk of becoming 

obese. In other words, specificity and overall accuracy are much less important and useful 

here. 

2. Further, the higher the sensitivity, the more accurate the identification of the 

overweight/obese risk group, and the better the chance that prevention can be achieved. Even 

in the case that specificity or overall accuracy is a little lower, which means some lean cases 

would be mis-classified as overweight and thus preventative methods may be applied to lean 

children. This may be of no harm as, if handled sensitively, such preventative methods are 

likely to have positive effects on all children. This is very different to many medical 

diagnoses where lower specification means that more “unaffected” patients are misdiagnosed 

and have to receive potentially harmful or uncomfortable treatments unnecessarily. For this 

reason, sensitivity in equation (3) is by far the most important parameter in this context. 
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2.3 The Database 

Let S to be a database consisting s samples, assume that the class label attribute (for example, the 

attribute “overweight” in the Wirral Database) has m distinctive values defining m classes 

miCi L,1, = . Define is  to be the number of samples that belong to class iC . 

Each data sample X has n attributes, which can be expressed in the form of a vector 

as ),,,( 21 nxxxX K= . In vector X, each element ix  is a nominal or continuous value that 

corresponds with the attribute ),,1( niAi L= . Suppose that the attribute iA  has q  distinct values 

},,,{ 21 iqii aaa L , and then iA  can partition the original dataset S into q  subsets, },,,{ 21 qSSS L , 

where jS contains samples that have value of ija  in iA . Then let ijs  be the number of samples of 

class iC in a subset jS . 

2.4. Prediction Algorithms 

There are many kinds of prediction algorithm; based on collective experience in the field of data 

mining, we have selected six prominent data mining algorithms that have potential to yield good 

results and are accessible to a wider audience, these are decision trees (C4.5), association rules, 

Neural Networks, naïve Bayes, Bayesian networks, and SVM. Another fact in the selection of 

the methods is the maturity of the techniques and the related software tools. 

1. Decision Trees. A decision tree is a tree-like structure, which starts from root attributes, and 

ends with leaf nodes. Generally a decision tree has several branches consisting of different 

attributes, the leaf node on each branch representing a class or a kind of class distribution. 

The tree is generated according to the information-gain measure, the procedures are briefly as: 

a) Calculate: 
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∑
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ssp ii /=                                                                                 (8) 

where ip  is the probability that an arbitrary sample belongs to class iC . 

b) Calculate the entropy )( iAE , which is the expected information based on the partitioning 

by attribute iA : 
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1

221 )(log),,,( L                                    (10) 

where ||/ jijij Ssp = , and || jS  is the number of samples in subset jS . 

c) Then the encoding information that would be gained by branching on iA  is: 

)(),,,()( 21 imi AEsssIAGain −= L                                        (11) 

The attribute iA with the highest information gain is selected as the root node, the 

branches of the root node is formed according to different distinctive values of 

qjaij ,,1, L= . The tree grows like this until if all the samples are all of the same class, 

and then the node becomes a leaf and is labelled with that class. 

Decision tree algorithms describe the relationship among attributes, and the relative 

importance of attributes. In addition, human-understandable rules can be extracted from the 

tree. Both the learning and classification steps of decision tree induction are generally fast. 
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The work described here uses the well-known C4.5 algorithm  [10]; a recent discussion of the 

area is given in  [11]. 

2. Bayesian Classifiers. These are statistical classifiers that predict class membership by 

probabilities, such as the probability that a given sample belongs to a particular class. Several 

Bayes’ algorithms have been developed, among which Bayesian networks and naïve Bayes 

are the two fundamental methods.  Naïve Bayes algorithms assume that the effect that an 

attribute plays on a given class is independent of the values of other attributes. In practice, 

dependencies often exist among attributes; hence Bayesian networks are graphical models, 

which, unlike naïve Bayesian classifiers, can describe joint conditional probability 

distributions.   

Let X to be a sample whose class is to be determined. Let H be some hypothesis, such as the 

sample X belongs to a specified class C. For classification problems, we want to 

determine )|( XHP , the probability that the hypothesis H holds given the observed data 

sample X. 

Bayes theorem provides an efficient algorithm to calculate the posterior probability, )|( XHP ; 

the formula is as follows 

)(

)()|(
)|(

XP

HPHXP
XHP =                                                         (12) 

where )(HP is the prior probability of H. )|( HXP is the posterior probability of X conditioned 

on H. )(XP is the prior probability of X.  

In formula (12), )(XP , )(HP  and )|( HXP may be estimated from the given data for training, 

if all 3 values can be determined, the probability for sample X to be in hypothesis H can be 

determined. 
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Given an unknown data sample X, the naïve Bayesian classifier works as follows: 

a) Calculate the posterior probability mi1 ),|( ≤≤XCP i , conditioned on X.  The naïve 

Bayesian classifier assigns sample X to the class iC if and only if 

ij m,j1for  )|()|( ≠≤≤> XCPXCP ji                                  (13) 

where, )|( XCP i  can be determined by Bayes theorem,  

)(

)()|(
)|(

XP

CPCXP
XCP ii

i =                                              (14) 

b) As )(XP is constant for all classes, only the maximum )()|( ii CPCXP  need to be sorted 

out. If there are no samples given, then it is commonly assumed that the classes are 

equally likely, and we would therefore maximize )|( iCXP . Otherwise, we 

maximize )()|( ii CPCXP .  

)( iCP  can be determined by: 

#U

#U
CP i

i =)(                                                            (15) 

where i#U  is the number of training samples that belong to class iC , and #U is the 

total number of training samples. 

c) Assume that all the attributes are conditionally independent of one another, which means 

that there are no dependence relationships among the attribute. Thus, 

∏
=

=
n

k

iki CxPCXP

1

),()|(                                             (16) 

The probabilities  )|(,),|(),|( 21 inii CxPCxPCxP K  can be estimated from the training 

samples, where: 

 if kA  is categorical, then 
i

ik

#U

#U
ik CxP =)|( , where ik#U  is the number of training 
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samples of class iC  having the nominal value kx  for kA , and i#U  is the number of 

training samples belonging to iC . 

d) Substitute formulae (14-16) into (13), sample X  is then assigned to the class iC  with the 

highest probability )()|( ii CPCXP . 

Compared with Bayesian networks, the naïve Bayesian classifier is much easier to use, and if 

the attributes are independent, the naïve Bayesian can be the most accurate when compared 

with other classifiers. Bayesian classifiers have exhibited high accuracy and speed when 

applied to large databases and are especially popular in medical domains, for example, using 

Bayesian networks to analyse DNA hybridization arrays, and in medical diagnosis; related 

material can be seen in  [13],  [14],  [15] . Due to its advantages, especially its high 

performance in medical domains, Bayesian classifiers are selected for the prediction of child 

overweight/obesity. Further details on Bayesian approaches can be found in  [16],  [17].  

3. Association Rule Classifiers. Association rules describe relationships between attributes in a 

database, and are widely used in market basket analysis. Two key concepts of association 

rules are support and confidence:  

support )()( BAPBA U=⇒                                                    (17) 

confidence )|()( ABPBA =⇒                                                 (18) 

where )( BAP U is the probability that A and B occur together in the database; and )|( ABP  is 

the conditional probability, which means that if A occurs, how many times does B occur at 

the same time. Rules that satisfy both a minimum support threshold and minimum confidence 

are called strong rules. 
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The basic steps of finding association rules include: 

a) Find frequent item-sets. An item-set means a set of attributes; an item-set that contains k 

attributes is called a k-item-set. The occurrence frequency of an item-set is the frequency 

of samples in the database that contains the item-set. The item-set is called a frequent 

item-set, if it occurs at least as frequently as a pre-determined minimum support count.  

b) Generate strong association rules from the frequent item-sets.  

Based on the above basic ideas, many association rule algorithms have been developed, such 

as Apriori  [18]. Recently, the concepts in association rule mining have been developed to 

address classification  [16],  [17]. For example, suppose that after training, the following three 

rules are obtained as shown in Table 1. Each rule in Table 1 is related with an associated 

output – overweight or not. Then for classification, if the child’s attribute values coincide 

with rule 1 or 2, then the child is predicted to be overweight by 3 years old; if the attribute 

values do not accord with rule 1 or 2, the child it predicted to be not overweight. Note that 

the rules given in Table 1 are simplified examples; the real case rules are far more 

complicated. 

Table 1. Examples of association rules obtained for child overweight after training 

1 If (sdsbmiv4 = '(2.2445-inf)') and (sdshtv4 = '(1.13-inf)') and 

(sdswtv4 = '(3.0555-inf)') => then, overweight = yes 

2 Else If (sdsbmiv4 = '(2.2445-inf)') and (sdswtv1 = '(0.6365-inf)') 

and (sdswtv3 = '(0.8305-2.0905)') and (sdslenv1 = '(-inf-1.9755)') 

and (sdsgainb2v1 = '(-0.2775-0.5555)') => then, overweight = yes 

3 Else, overweight = no 



 14 

4. Neural Networks. A neural network is a set of connected input/output units where each 

connection has a weight associated with it. A neural network has an input layer, an output 

layer, and hidden layers. Unlike decision trees, which have only one input node (root node) 

for the input layer, a neural network has one input node for each attribute value to be 

examined. In contrast to decision trees, a neural network adjusts the weights during the 

learning process, in order to satisfy all the input and output relations. Neural networks have 

hidden layers with arbitrary number of nodes, which make it easier to regulate the weight of 

each node, to satisfy the input and output relationships.  

Instead of illustrating neural networks by formulae, a simple structure is given in Fig. 1 to 

show how a neural network works for the Wirral database. The structure is much simplified, 

where only two attributes “height” and “weight” are selected as inputs. Neural networks are 

popularly applied in classification and prediction, as they have advantages such as high 

tolerance to noise, and the ability to classify unseen patterns. 

 

Figure 1. A simplified neural network for child overweight analysis 
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5. Support vector machines (SVMs): SVMs are pattern classification algorithms developed by 

Vapnik  [19],  [20]. For a training set of l samples, the learning procedure is represented as 

solving the following optimisation problem: 

∑∑∑
== =

−
l

j

j

l

i

l

j

jijiji xxKyy

11 1

),(
2

1
:min ααα

α
                                 (19) 

liCi ,,1,0      s.t. L=≤≤α                                                      (20) 

                      0

1

=∑
=

i

l

i

i yα                                                                     (21) 

where, iy is the label of the ith  sample ix , iα  is the Lagrangian multiplier of ix , C  is the 

upper bound of iα . ),( ji xxK is the kernel, which can map the original data X into a high-

dimensional Hilbert space, and can make the samples linear separable in the high-

dimensional space. The samples with 0>iα  are called support vectors. 

Accordingly, the decision function can be written as: 














+= ∑

=

*

1

*
),(sgn)( bxxKyxf

sn

i

iiiα                                   (22) 

where sn  is the number of support vectors. 

SVMs have many distinctive advantages: 

a) SVMs are function-based classifiers, which can be expressed in the standard form of 

quadratic optimization programming, which can be solved easily.  
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b) Kernel mapping techniques in SVM can cope with similarity in a high-dimensional 

Hilbert space, and many linear non-separable cases can be partitioned successfully by 

SVMs, which means that the performance of SVMs is very good. 

c) SVMs conform to statistical theory. They minimize structural risk instead of empirical 

risk; the bound of the expected risk is given by maximizing the margin of the 

classification, so that when the optimal solution is obtained for training, the estimated 

prediction error is minimized. 

d) SVMs can condense a large dataset into a comparably small dataset, which only includes 

the support vectors. The condensed database can save considerable memory, and simplify 

the testing procedure. 

Different kernels define different SVMs; here we use the Radial Basis Function (RBF) kernel 

and the Linear kernel for prediction: 

Gaussian RBF: 
22

21 2/||||
21 ),(

σxx
exxK

−−=                                                 (23) 

Linear kernel: 2121 .),( xxxxK =                                                                (24) 

where σ  in Equation (23) is the parameter to be selected by the user.  

3. EXPERIMENTS AND RESULTS  

In the following, the algorithms described above are used to predict children who may be 

overweight or obese and the results compared with obtained by logistic regression  [21]. 
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3.1. Data Pre-processing 

Data Cleaning: The database contains 16,653 instances. There is a constraint that the height at 

visit thn cannot be lower than that recorded at visit th)1( −n ; otherwise the instance is regarded as 

abnormal. Furthermore, the age of a child at visit thn  cannot be less than that recorded at 

visit th)1( −n , otherwise the instance is regarded as abnormal. All such abnormal instances are 

discarded. After cleaning, 16,523 instances remain, of which 2775 (16.8%) samples are 

overweight, and 543 (3.29%) samples are obesity cases. 

Discretization of continuous attributes: Although many algorithms can handle continuous 

attributes while classifying a given sample  [15],  [22], here we prefer to change continuous values 

into nominal values using the discretization method, which is supposed to be better than the 

normal Gaussian distributed method. The discretization method, which converts a continuous 

variable X  into a discrete variable 'X  at different levels, was used here. In this paper, the 

minimum description length (MDL) method has been used to discretize values  [14].  

3.2. Experiments to predict overweight children 

Overweight cases are much more prevalent than obese cases in the database; the two are related 

in that being overweight will occur first and may lead to obesity. Consequently prediction of 

overweight at an early age is important. 

In the Wirral database, there are six times as many overweight as obese children; approximately 

20% of the database are either overweight or obese.. In this section, several algorithms are 

evaluated for their accuracy in predicting overweight children. 

Several attributes in the database are selected for training and prediction; the names of the 

attributes and their meaning are described in Table 2.  
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Table 2. The attributes selected for training and their meaning 

Attribute Meaning of Attributes 

Sex12 female2sex male; 1Sex →=→=  

sdsbwt adjusted SDS Birth weight  

sdslenv1 adjusted SDS length at the 1
st
 visit (6 weeks) 

Gestyrs Time of gestation 

sdsgainb2v1 adjusted SDS weight gain birth to 1
st
 visit (6 weeks) 

sdsgainwtv1v3 adjusted SDS weight gain between the 3rd visit (8 months) and the 

1
st
 visit (6 weeks) 

bmiv3 Body mass index at the 3
rd
 visit (8 months) 

sdshtv4 adjusted SDS height at the 4
th
 visit (2 years) 

sdsbmiv4 adjusted SDS Body mass index at the 4th visit (2 years) 

Overorobesev5 leanoverweight →→ 0;1  at 3 years 

In the following the analysis is structured as follows (of the total): 

A. Predict whether a child will be overweight after 6 weeks, using SVM and naïve Bayes. 

B. Predict whether a child will be overweight at 8 months, using SVM and naïve Bayes. 

C. Predict whether a child will be overweight after 2 years, using SVM and naïve Bayes.  

D. Predict whether a child will be overweight after 2 years, using different algorithms. 

For the first three of these tests, to aid result comparison, we have selected the corresponding set 

of attributes that had been selected for the logistic regression experiments  [7].  We note these 

selections had been made by medical domain experts. For the final test, the attributes are selected 
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from the first three visits (to eight months) and the first four visits (to 2 years old) respectively, 

to see the prediction rates at different stages 

Table 3 - A comparison of SVM and Naïve Bayes for the data recorded at 6 weeks 

/aïve Bayes SVM 

 

D ~D Total D ~D Total 

+ 310 545 855 41 35 76 

- 2465 13203 15668 2734 13713 16447 Classified 

total 2775 13748 16523 2775 13748 16523 

Sensitivity 

Pr ( + |  D)  

11.2% 1.5% 

Specificity 

Pr ( - | ~D) 

96.0% 99.7% 

Positive predictive value 

Pr ( D |  +) 

36.3% 53.8% 

/egative predictive value 

Pr ( ~D |  -) 

84.3% 83.4% 

Correctly classified 81.8% 83.2% 

A: Predict if a child will be overweight based on data recorded within 6 weeks of birth 

This experiment predicts whether a child will be overweight at 3 years old, based on the data 

from the first visit, which is around 6 weeks after birth. In order to compare results, we selected 

the same attributes as for logistic regression: sex12, sdsbwt, sdslenv1, sdsgainb2v1, and 

overorobesev5  [7].  In this experiment, SVM with the RBF kernel and naïve Bayes are adopted 



 20 

for the prediction. The results are listed in Table 3, where “D” means the overweight case; “~D” 

means the lean case.  

From the results, the sensitivity for naïve Bayes is 11.2%, which is reasonable for prediction at 6 

weeks after birth; compared with naïve Bayes, SVM performs much worse, with only 1.5% of 

overweight cases predicted when the babies are 6 weeks old.   

Table 4 -  A comparison of SVM and Naïve Bayes for the data recorded by 8 months 

/aïve Bayes SVM 

 

D ~D Total D ~D Total 

+ 985 1,166 2,151 1,277 3,781 5,058 

- 1,790 12,582 14,372 1,498 9,967 11,465 Classified 

total 2,775 13,748 16,523 2,775 13,748 16,523 

Sensitivity 

Pr ( + |  D) 

35.5% 46.0% 

Specificity 

Pr ( - | ~D) 

91.5% 72.5% 

Positive predictive value 

Pr ( D |  +) 

45.8% 25.3% 

/egative predictive value 

Pr ( ~D |  -) 

87.5% 86.9% 

Correctly classified 82.1% 68.1% 

B: Predict whether a child will be overweight based on data recorded by 8 months  
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In this experiment, the data from the first 3 visits is used for prediction. In order to compare 

results, we selected the same attributes as for logistic regression: Sex12, Sdsbwt, Sdslenv1, 

Sdsgainb2v1, Sdsgainwtv1v3, Bmiv3, and Overorobesev5  [7]. The results are listed in Table 4. 

Table 4 clearly shows that SVMs have much better sensitivity than naïve Bayes; however, the 

values of all the other parameters are lower than for those of naïve Bayes. For example, a 

positive prediction value of 25.3% is poorer than that obtained by naïve Bayes, This means that 

the SVM improves sensitivity by sacrificing the prediction accuracy of other parameters. 

Table 5 -  A comparison of SVM and Naïve Bayes for the data recorded by “2 years” 

/aïve Bayes SVM 

 

D ~D Total D ~D Total 

+ 1518 949 2467 1665 2805 4470 

- 1257 12799 14056 1110 10943 12053 Classified 

total 2775 13748 16523 2775 13748 16523 

Sensitivity 

Pr ( + |  D) 

54.7% 60.0% 

Specificity 

Pr ( - | ~D) 

93.1% 79.6% 

Positive predictive value 

Pr ( D |  +) 

61.5% 37.3% 

/egative predictive value 

Pr ( ~D |  -) 

91.1% 90.8% 

Correctly classified 91.9% 76.3% 
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C: Predict whether a child will be overweight after 2 years 

In the following, the overweight or obese cases are predicted using the first 4 visits; In order to 

compare results, we selected the same attributes as for logistic regression: Sex12, Gestyrs, 

Sdsbwt, Sdslenv1, Sdsgainb2v1, Sdsgainwtv1v3, Bmiv3, Sdshtv4, Sdsbmiv4, and Overorobesev5 

 [7]. The detailed results are listed in Table 5. 

Table 5 illustrates that, by using the first four visits to predict overweight at 3 years of age, the 

RBF SVM achieves sensitivity of 60%, while naïve Bayes achieves sensitivity of 54.7%.  

The other values obtained from SVM are lower than those obtained from naïve Bayes, especially 

for the specificity and positive predictive value. Here we hope to predict as many overweight 

cases as possible; however, we also wish to limit the number of lean cases predicted as 

overweight.  From this point of view, SVM is not better than naïve Bayes as SVM has much 

poorer Pr ( D |  +) than naïve Bayes.  

D: Prediction using more algorithms 

In this section, different algorithms are used for overweight/obesity prediction, including 

decision trees (C4.5), association rules, neural networks, SVMs, logistic regression, naïve Bayes, 

and Bayesian networks.  

The attributes are selected from the first three visits (to eight months) and the first four visits (to 

2 years old) respectively, to see the prediction rates at different stages. We used an attribute 

selection function before training, which requires two key objects to be set up: a feature 

evaluator and a search method  [23]. The feature evaluator determines which method is used to 

assign a “worth” to each subset of features. The search method determines what style of search is 
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performed. The Cfs- Subset Evaluator and BestFirst Search method were adopted for attribute 

selection: 

• CfsSubsetEval - Evaluates the “worth” of a subset of features by considering the individual 

predictive ability of each feature along with the degree of redundancy between them; subsets 

of features that are highly correlated with the class while having low inter-correlation are 

preferred.  

• BestFirst - Searches the space of feature subsets by greedy hill-climbing augmented with a 

backtracking facility.  

Table 6 - The results of different algorithms 

Data recorded by 8 months Data recorded by 2 years  

 

Algorithm 
sensitivity specificity 

Overall 

accuracy 

sensitivity specificity 

Overall 

accuracy 

Decision 

tree 

12.3% 97.8% 83.6% 29.2% 96.4% 85.2% 

Association 

rules 

17.8% 96.9% 83.7% 39% 95.4% 86.1% 

Logistic 

regression 

13.3% 98.1% 83.7% 29.1% 97.1% 83.2% 

/eural 

network 

14.0% 97.8% 83.9% 40.7% 93.5% 84.7% 

Linear 

SVM 

14.9% 95.9% 82.3% 59.6% 82.6% 78.7% 
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RBF SVM 46.0% 72.5% 68.1% 60.0% 79.6% 76.3% 

Bayesian 

network 

35.5% 91.5% 82.1% 54.7% 93.1% 91.9% 

/aïve 

Bayesian 

35.5% 91.5% 82.1% 54.7% 93.1% 91.9% 

The whole dataset was used for training and testing. The results are displayed in Table 6, and a 

separate bar chart is shown in Fig.  2 to demonstrate the sensitivity and overall prediction rate at 

the 4
th
 visit. 

Analysis:  

� For prediction of overweight at eight months old, it can be seen that all the results have 

comparable overall accuracy. SVMs gives a lower overall prediction accuracy, 68.1%, 

however, SVMs rate the highest for sensitivity, which is what we are primarily concerned 

with for overweight prediction. Naïve Bayes gives both high sensitivity and overall accuracy. 

Furthermore, notice that the Bayesian network does not appear to find any relationship 

among the attributes, for this case, it is equal to Naive Bayes. Considering that Bayesian 

network is more computationally intensive than Naïve Bayes, Naive Bayes is preferable.  

� For prediction of overweight at 2 years, linear SVM, RBF SVM, naïve Bayes, and the 

Bayesian network have relatively better results, among which the sensitivities obtained from 

RBF SVM are highest (around 60%), and the sensitivity for the two Bayesian algorithms 

follows at around 55%. Bayesian classifiers have better prediction values.  
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Figure 2 - Prediction rates with different algorithms, using the data recorded at first 4 visits 

3.3 Experiment to predict obesity 

In this section, we will predict childhood obesity at two years, and use the whole database for 

training and testing. We used the same attribute selection function, as we did in the last 

experiment. The entire database is used with 67% of the samples randomly selected for training, 

and the other 33% for testing. Decision trees (C4.5), association rules (Apriori), Support Vector 

Machines (SVM), naïve Bayes, Bayesian network, and neural networks are used for prediction. 

The results are shown in Fig. 3, Fig. 4 and Table 7. 

Analysis: Seven algorithms have been used to predict obesity from the data recorded by two 

years old. All the results are relatively poor both for sensitivity and positive predictive value. 

Both naïve Bayes and the Bayesian network predict 62% of the obese cases when the children 

are around two years old, but at the same time, many lean cases are predicted to be obese, which 
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make the positive predictive value lower than other algorithms. As was discussed earlier, for 

childhood obesity, sensitivity is most important. It should be noticed that when using a Bayesian 

network, no relationship appears to have been found among the attributes. As the Bayes network 

is much more computationally demanding, and as it has the same results as naive Bayes, naive 

Bayes is preferred.  

 

Figure 3 – Indications at 2 years of obesity at 3 years, using decision trees (C4.5) 

 

Figure 4 – Indications at 2 years of obesity at 3 years using association rules (Apriori) 
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Table 7 –Prediction rate of obesity from related values obtained via different algorithms using 

the data recorded before 2 years old 

The values of related parameters (in %) 

Algorithms 
Sensitivity: )|( DPr +  

Positive predictive 

value )|( +DPr  

Decision tree 0 ~ 

Logistic regression 11.2 53.8 

Association rules 21.9 53.2 

Neural network 24.6 29.3 

Naïve Bayes 62 18.2 

Bayesian network 62 18.2 

RBF SVM 38.0 30.4 

The analysis suggests that obesity prediction at an early age is difficult. Part of the reason lies in 

the fact that the number of obesity cases is too small, being only 3.29% of the whole database. 

The samples between the two classes are seriously out of balance, this makes the analysis 

problematic; in addition, many non-obese samples are similar to obese samples at an early age.  

4. SUMMARY 

In this paper, different ‘data mining’ algorithms have been applied to the prediction of 

overweight and obese children in their early years, based on the Wirral database. Generally 

speaking, prediction from early ages is difficult, partly because the reasons leading to overweight 

and obesity are complicated, involving not only physiological but also genetic, sociological and 
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even psychological factors. The highest overweight prediction rate is 55-60% in this work. To 

get better prediction rates, more attributes may need to be recorded.  

To compare the interpretation ability:  

1) decision trees and association rules are popular for their ease of interpretation  [24], but both 

fail to give appropriate rules here.  

2) Bayesian networks identify relationships among the attributes; however, they do not work 

well here, as they could not identify any rule, although their prediction rate is relatively high.  

3) The interpretation ability of the algorithms appears too weak for the Wirral database, and 

they can only indicate some very simple rules. 

To compare accuracy:  

1) the prediction rates from logistic regression, decision tree and association rules are poor; 

2) The neural network performs better than the above mentioned algorithms, but not as well as 

the Bayesian algorithms and SVMs.  

3) SVMs have better sensitivity prediction rate than Bayesian algorithms, while Bayesian 

algorithms outperform SVMs in terms of overall prediction rate.  

To summarise, SVM and Bayesian algorithms appear to be the best two algorithms for predicting 

overweight and obesity from the Wirral database. Generally, the results of this work have 

improved the prediction accuracy when compared to logistic regression and thus begun to show 

the value of incorporation of non-linear information in epidemiological prediction. In future 

work we plan to compare SVM and Bayesian algorithms with statistical models that are a more 

complete representation of the problem than logistic regression. Specifically, this will involve 

instrumental variable models using multi-level latent variable regression techniques to estimate 

unmeasured intermediating factors and handle the autocorrelation of growth measures over time. 
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